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Factchecking: Asylum mentions in national constitutions

Source: https://www.handelsblatt.com/politik/deutschland/faktencheck

-stimmen-die-aussagen-von-friedrich-merz-zum-deutschen-asylrecht/
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Factchecking: Expert opinion

Can you ask the machine instead?

Piroska Lendvai, SUB R&D Text Classification with fastText



The German Constitution (in English)
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Annotated with legal concepts
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Search for the same concept annotated in other
constitutions...
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Outline

Should we want to programmatically find asylum mentions in
national constitutions:

What are the technical implications?

E.g. annotate a few constitutions manually, and train a
classifier to annotate new constitutions

What are some of the enabler methods and resources to
provide a solution?

A. Document collection (corpus)

B. Label set to annotate with

C. Off-the-shelf machine learning code

E.g. fastText (but it could also be scikit-learn and others)

How to get started with fastText, once you have annotated
some documents?

Spoiler alert...
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Enabler method: Text classification

Broader discipline: Language technology (Natural language
processing)

Train supervised machine learning classifiers on the
manually labeled (parts of) texts

Categorize (Classify) text passages in national constitutions in
terms of discrete categories

Categories (Classes, Labels): domain-specific concepts from
legal-political/sociological domain

The concepts describe the normative content of a text snippet
(a sentence)
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Technical implications

Challenge 1: Need training data

CCP API to reconstruct the labeled constitutions, 206
Constitution texts in English, Manually labeled

Protection of stateless persons: ”Does the constitution contain

provisions for the protection of stateless individuals, refugees from other states, or the right for

asylum?”

Corpus reconstructed based on CCP project API

+ manual re-labeling + cross-checking

Preprocessing: text without annotations are removed

Lowercasing, lemmatization, stopword removal
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Our corpus statistics

Multiple topicality → Multi-label classification task
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Enabler tool: fastText

Joulin et al. (2016): Bag of Tricks for Efficient Text
Classification. arXiv Preprint.

Uses an unsupervised neural network to obtain semantic
vector representations – popularly: ”embeddings”

Adjustable hyperparameters, a.o. training epochs, learning
rate, vector dimensionality...

Next to learning word representations, it can directly utilize
the vector representations for supervised Text Classification –
without using neural learning for that

”fastText is often on par with deep learning classifiers in terms
of accuracy, and many orders of magnitude faster for training
and evaluation”
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Enabler tool: fastText

Linear classifier with hierarchical softmax function to compute
label probabilities for a text snippet

Builds a tree of label probabilities

rather than building and combining binary classifiers for each
of the classes. Important when class distribution is unbalanced.

Hidden layer represents text snippets (e.g. sentences) as a bag
of word embeddings

Sentences represented by averaging over word vectors

Parametrisable: e.g. n-gram token representation to account
for local word order
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Enabler tool: fastText

Source: Zolotov, Vladimir, and David Kung. ”Analysis and optimization of fasttext linear text classifier.” arXiv

preprint arXiv:1702.05531 (2017).
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Hands-on

Training data for text classification is in plain text labeled
with the classes

label Asylum persons persecuted on political

grounds shall have the right of asylum

label Explicit Mentions International Law according
universal international legal norms republic azerbaijan grants
political asylum foreign citizens persons without citizenship

A. Jupyter notebook

B. Get source code, build
github.com/facebookresearch/fastText
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Hands-on
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Setup for Classification and Evaluation

1-, 2-, and 3-gram representation (unigram, bigram, trigram)

Training epochs (30), Learning rate (0.1), Embedding vector
dimensionality (100)

10-fold cross-validation (train on 90%, test on 10%)

Baseline evaluation strategy: Always assign the label most
frequent in corpus
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Pilot Classification Results

Classification performance in terms of label assignment
Precision and Recall

@ rank 1: Most probable label assigned to a text segment

@ rank 2: Two most probable labels assigned to a text segment

Local word order provided crucial information
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Semantically Broad vs Narrow class labels

Labels (aka classes) can be defined both in terms of broad
and narrow concepts

Taxonomic structure is directly relevant to our text
classification experiments

Broad concept labels: 53 broad realms in constitutional design
such as Equality, Gender, and Minority Rights

Narrow concept labels: 322 specific topics, e.g. Protection
of stateless persons that can pertain to one or more of
the broad labels

NB. Larger amount of narrow labels did not entail a larger
amount of labels assigned: mapping between narrow concepts
and broad concepts comprises bipartite graph
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Enabler resource: Ontology of legal concepts
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Pilot Classification Results

Broad concepts learned more efficiently than narrow concepts
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More details

Read more theoretical and technical details:

P. Lendvai (2018): Legislative Concept Classification in
National Constitutions. In: Book of Abstracts of the European
Association for Digital Humanities Conference (EADH-2018),
December 7-9, Galway, Ireland.

P. Lendvai, K. Zaczynska (2019): Automatic Labeling of Legal
Concepts in Constitution Documents: Corpus Creation,
Classification Experiments. Internal report, Göttingen
University, Germany.

K. Zaczynska (2018). Multi-Label Klassifikation rechtlicher
Konzepte von Verfassungstexten. [Multi-label Classification of
Legal Concepts in Constitution Texts]. Master’s Thesis,
University of Gießen, Germany.
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More resources

Jupyter notebooks for the same corpus, broad labels only,
implemented by the Campuslabor DCA:

Not using fastText but scikit-learn: i.e. different classification
approach
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piroska.lendvai@sub.uni-goettingen.de

https://fasttext.cc

https://research.fb.com/fasttext/

https://fasttext.cc/docs/en/faqs.html#content

https://www.constituteproject.org
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More about factchecking and technology
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Multi-disciplinary R&D efforts of media, academia, industry

’Making sense of microposts’

’Veracity computation’

’Fact checking’

’Journalist decision systems’

Image: revealproject.eu
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End users: Journalists

Social media is one of the sources of user-generated content

Text is only one of the modalities

Credibility, diffusion, verification mechanisms of claims to be
modeled

−→ Language Technology is one of the enabler components

Semantic analysis

Image: eventregistry.org
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Case studies

P Lendvai, UD Reichel, T Declerck (2016). Factuality drift
assessment by lexical markers in resolved rumors. ACM Press

UD Reichel, P Lendvai (2016). Veracity Computing from
Lexical Cues and Perceived Certainty Trends. COLING
Workshop on Noisy User-Generated Text.

P Lendvai, UD Reichel (2016). Contradiction Detection for
Rumorous Claims. COLING Workshop on Extra-propositional
Aspects of Meaning.
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