机器学习实战

机器学习通常有以下几个步骤：

1. 收集数据
2. 准备输入数据
3. 分析输入数据
4. 训练算法（可使用交叉验证）
5. 测试算法（一般是监督学习算法需要此步骤）
6. 使用算法

本书算法代码使用的是Python语言，本书使用了Python库NumPy/Beautiful Soup/Mrjob/Vote Smart/Python-Twitter。

## 第一章 K-近邻算法

### 1 算法原理及实现

#### 1.1 原理

在训练集中选取离输入的数据点最近的k个邻居，根据k个邻居中出现最多的类别（最大表决规则），作为该数据点的类别。

#### 1.2 实现过程

1. 计算所有点与当前的距离

根据距离值进行排序

1. 选取与当前点距离最短的K个点
2. 确定K个点所在的类别
3. K个点中频率最高的类别可当作当前点的类别

### 2 算法优缺点

K值的选取对kNN学习模型有很大的影响。若K值过小，预测结果会对噪音样本点显得异常敏感。

优点：精度高、对异常值不敏感、无数据输入假定。

缺点：计算复杂度度高，空间复杂度高。

适用数据范围：数值型与标称型。

### 3 算法应用

1. 文本分类--使用K-近邻算法改进约会网站的匹配效果

### 识别手写数字

## 第二章 决策树

### ID3算法原理及实现

#### 1.1 原理

决策树是一个树结构（可以是二叉树或者非二叉树）。其每个非叶节点表示一个特征属性上的测试，每个分支代表这个特征属性分类结果。通过训练数据可以构造出一个决策树，测试数据从根节点输入，从叶子节点输出，该子节点的分类就是测试点的分类。

#### 1.2 信息增益

信息熵表示的是不确定度，均匀分布时，不确定度最大，此时熵就最大。在划分数据集之前之后信息发生的变化称为信息增益。信息增益可以衡量某个特征对分类结果的影响大小。集合信息的度量方式称为香农熵。
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#### 1.3 算法实现

1、计算数据香农熵

2、划分数据并选择最好的数据集划分方式

3、直到所有数据属于同一类，划分结束

4、创建树并保存

### 2 算法优缺点

优点：决策过程非常直观，容易被人理解；计算复杂度不高，且决策树可存储；对中间值的确定不敏感，可以处理不相关特征数据。

缺点：可能会产生过度匹配的问题。

### 3 算法应用

1. 使用决策树预测隐形眼镜类型

## 第三章 朴素贝叶斯

### 1 算法原理及实现

#### 1.1 原理

条件概率定义：设A,B是两个事件，且P(A)>0称P(B|A)=P(AB)/P(A)为在条件A下发生的条件事件B发生的条件概率。

贝叶斯公式
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从而得到X属于各类的概率，最高的就是X的类别。

#### 1.2 算法实现

1. 首先需要构建词向量
2. 在多分类中，对于某一门类，用一个向量PVect记录所有关于本类的词向量的向量加，另一个标量PNum记录所有词的总量,则Pvect/Pnum就是概率P(A|B)。
3. 测试数据，针对数据词向量中的词计算出就每个类别的概率。
4. 比较概率，得出结果

### 算法优缺点

优点:可识别多类别问题，在数据较少的情况仍有效。

缺点：对输入数据的准备方式较为敏感。

### 3 算法应用

1. 文档分类
2. 垃圾邮件检测

垃圾邮件一般是宁愿多一点垃圾邮箱，也不想误删非垃圾邮件。

## 第四章 Logistic回归

### 1算法原理及实现

#### 1.1 算法原理

Logistic回归其实是围绕一个Logistic函数展开的。
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因此，为了实现Logistic回归分类器，我们可以在每个特征乘以一个回归系数，结果代入Sigmoid函数，输出大于0.5 被分为1类，小于0.5被分为0类。

![](data:image/x-wmf;base64,183GmgAAAAAAAMATQAIACQAAAACRTwEACQAAA3cCAAACAO8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsATCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AEwAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAWYDHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////3EgqRAAAKAAAAAAAEAAAALQEAABAAAAAyCgAAAAAGAAAAMDAxMTIyOAHNAhIB1AI7AbwBBQAAABQCgAFkDhwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////fiEKQAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAALi4uAGAAYAAAAwUAAAAUAuMBvREcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v////cSCpIAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAG5uPwG8AQUAAAAUAoABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///34hCkEAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAVAAAAMgoAAAAACQAAAHp3eHd4d3h3eAAuAoABmgJaAXQCgwHpBIcBAAMFAAAAFAKAAUgBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAAAg2Oh04dVvSf7////3EgqTAAAKAAAAAAAEAAAALQEAAAQAAADwAQEADwAAADIKAAAAAAUAAAA9KysrKwAsBM4DIARMAgAD7wAAACYGDwDUAUFwcHNNRkNDAQCtAQAArQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDegACBIY9AD0CAIN3AAMAGwAACwEAAgCIMAAAAQEACgIAg3gAAwAbAAALAQACAIgwAAABAQAKAgSGKwArAgCDdwADABsAAAsBAAIAiDEAAAEBAAoCAIN4AAMAGwAACwEAAgCIMQAAAQEACgIEhisAKwIAg3cAAwAbAAALAQACAIgyAAABAQAKAgCDeAADABsAAAsBAAIAiDIAAAEBAAoCBIYrACsCAIIuAAIAgi4AAgCCLgACBIYrACsCAIN3AAMAGwAACwEAAgCDbgAAAQEACgIAg3gAAwAbAAALAQACAINuAAABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKMuAIoAAAAKAPcWZqMuAIoAAQAAAEDUGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

#### 1.2 梯度上升法

思想：要想找到某函数的最大值，最好的方法就是沿着该函数的梯度方向探寻。

函数f(x,y)的梯度的公式为![](data:image/x-wmf;base64,183GmgAAAAAAAAANwAcACQAAAADRVAEACQAAA5kDAAAFANYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALABwANCwAAACYGDwAMAE1hdGhUeXBlAADQARIAAAAmBg8AGgD/////AAAQAAAAwP///67////ADAAAbgcAAAgAAAD6AgAACQAAAAAAAAIEAAAALQEAAAUAAAAUAgQCVAcFAAAAEwIEAi4MBQAAABQCogVUBwUAAAATAqIFLgwIAAAA+gIAABMAAAAAAAACBAAAAC0BAQAFAAAAFALAAzYHBQAAABMCwANMDAUAAAAJAgAAAAIFAAAAFAJ4AeYIHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///++GgpxAAAKAAAAAAAEAAAALQECAAwAAAAyCgAAAAADAAAAKCwpbkoBbgEAAwUAAAAUAiAECAIcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///0EhCkUAAAoAAAAAAAQAAAAtAQMABAAAAPABAgAPAAAAMgoAAAAABQAAACgsKVtdAEoBbgHmAbgFAAMFAAAAFAIWBeYIHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///++GgpyAAAKAAAAAAAEAAAALQECAAQAAADwAQMADAAAADIKAAAAAAMAAAAoLClvSgFuAQADBQAAABQCeAEgCBwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////QSEKRgAACgAAAAAABAAAAC0BAwAEAAAA8AECAAwAAAAyCgAAAAADAAAAZnh5cmIBYgEAAwUAAAAUAooDxwkcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///74aCnMAAAoAAAAAAAQAAAAtAQIABAAAAPABAwAJAAAAMgoAAAAAAQAAAHh5AAMFAAAAFAIgBEIBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9BIQpHAAAKAAAAAAAEAAAALQEDAAQAAADwAQIADAAAADIKAAAAAAMAAABmeHlzYgFiAQADBQAAABQCFgUgCBwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////vhoKdAAACgAAAAAABAAAAC0BAgAEAAAA8AEDAAwAAAAyCgAAAAADAAAAZnh5R2IBYgEAAwUAAAAUAigHxAkcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///0EhCkgAAAoAAAAAAAQAAAAtAQMABAAAAPABAgAJAAAAMgoAAAAAAQAAAHl5AAMFAAAAFAJ4AWYHHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAAAg2Oh0Le/Dyf7///++Ggp1AAAKAAAAAAAEAAAALQECAAQAAADwAQMACQAAADIKAAAAAAEAAAC2eQADBQAAABQCigMNCQkAAAAyCgAAAAABAAAAtnkAAwUAAAAUAiAELgAKAAAAMgoAAAAAAgAAANE9agUAAwUAAAAUAhYFZgcJAAAAMgoAAAAAAQAAALY9AAMFAAAAFAIoBwoJCQAAADIKAAAAAAEAAAC2PQAD1gAAACYGDwChAUFwcHNNRkNDAQB6AQAAegEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSGByLRAgCDZgACAIIoAAIAg3gAAgCCLAACAIN5AAIAgikAAgSGPQA9AgCCWwADAAsAAAEAAwALAAABAAIEhgIitgIAg2YAAgCCKAACAIN4AAIAgiwAAgCDeQACAIIpAAABAAIEhgIitgIAg3gAAAAAAQADAAsAAAEAAgSGAiK2AgCDZgACAIIoAAIAg3gAAgCCLAACAIN5AAIAgikAAAEAAgSGAiK2AgCDeQAAAAAAAgCCXQAAAA4KAAAAJgYPAAoA/////wEAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQEDABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAALgCKAAAACgD2DGZNLgCKAP////+A0xkABAAAAC0BBAAEAAAA8AECAAMAAAAAAA==)

梯度的迭代公式如下：

![](data:image/x-wmf;base64,183GmgAAAAAAAEALQAIACQAAAAARVwEACQAAAxYCAAACAKEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAkALCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ACwAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAAXIBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+AGArzAAAKAAAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAOigpd48HjAEAAwUAAAAUAuMBTgccAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1AOCgIAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5vAEFAAAAFAKAAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+AGAr0AAAKAAAAAAAEAAAALQEAAAQAAADwAQEADQAAADIKAAAAAAQAAAB3d2Z3vgI9BVYBAAMFAAAAFAKAATIFHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAAAg2Oh00Px5hf7///9QDgoDAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABhggADBQAAABQCgAHMARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAINjodND8eYX+////gBgK9QAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAwAAAAyCgAAAAADAAAAPSvRAGoC8gEAA6EAAAAmBg8AOAFBcHBzTUZDQwEAEQEAABEBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg3cAAgCCOgACBIY9AD0CAIN3AAIEhisAKwIEhLEDYQIEhgci0QMAGwAACwEAAgCDdwAAAQEACgIAg2YAAgCCKAACAIN3AAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQD2LgCKAAAACgC+IWb2LgCKAAEAAABA1BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

该公式一直迭代下去，直到w满足条件方可终止迭代。

#### 1.3 梯度上升算法流程

1、每次回归系数初始化为1

2、计算真实类别与预测类别的差值

3、根据差值来调整回归系数

4、当完成一定的调整次数，返回最后回归系数

随机梯度上升算法与之不同的是每次调整回归系数的样本数据只是整个大样本的其中一个元数据，而梯度上升算法每次调整回归系数的样本数据是全部样本数据。此外随即上升梯度算法是一个在线算法。

### 2算法优缺点

优点：计算代价不高

缺点：容易欠拟合，分类精度可能不高

### 算法应用

1. 从疝气病症预测病马的死亡率

对于数据中缺失值的问题，一般采取以下几种做法：

1. 使用特征的平均值来填补
2. 使用特殊值填补，如-1
3. 忽略有缺失值的样本
4. 使用相似样本的均值填补
5. 使用另外的机器学习算法预测缺失值

## 第六章 支持向量机（SVM）

### 1 算法原理及实现

#### 1.1 基于最大间隔分隔数据

在一堆训练数据中，将数据分隔开来的直线称为分隔超平面。我们希望找到离分隔超平面最近的点，确保他们离分隔面的距离尽可能远。这里点到分隔面的距离称为间隔。我们希望间隔尽可能地大，这是因为如果我们犯错或者在有限数据上训练分类器的话，我们希望分类器更加健壮。

**支持向量（support vector）就是离分隔超平面最近的那些点。**

要计算点A到分隔超平面的距离，就必须给出点到分隔面的法线或垂线的长度，该值为![](data:image/x-wmf;base64,183GmgAAAAAAAGAKwAIACQAAAACxVgEACQAAAxwCAAACAKUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAmAKCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///63///8gCgAAbQIAAAUAAAAJAgAAAAIFAAAAFALgASIAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+mHgplAAAKAAAAAAAEAAAALQEAABIAAAAyCgAAAAAHAAAAfHwvfHx8fADwBZwAugBOANQBTgAAAwUAAAAUAvwAPAIcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v////gMClwAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFQAvAEFAAAAFALgAeICHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+mHgpmAAAKAAAAAAAEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAABBYncALgJCAwADBQAAABQCWAK+ABwAAAD7AsD9AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////+AwKXQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAd3mABAUAAAAUAuABAgQcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAACDYknR4SE5d/v///6YeCmcAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAACtTAAOlAAAAJgYPAEABQXBwc01GQ0MBABkBAAAZAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIJ8AAMAFSAAAQELAQEBAAIAg1QAAA0BAAIAg3cAAAAKAgCDQQACBIYrACsCAINiAAIAgnwAAgCCLwACAIJ8AAIAgnwAAgCDdwACAIJ8AAIAgnwAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBJSACKAAAACgBjEmZJSACKAAEAAABA1BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) 。

现在的目标就是找到分类器定义中的w和b。为此，需要找到具有最小间隔的数据点，而这些数据点就是支持向量。一旦找到具有最小间隔的数据点，我们就需要对该间隔最大化。这就写作：

![](data:image/x-wmf;base64,183GmgAAAAAAACAWIAQACQAAAAARTAEACQAAA9MDAAAEAPUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgBCAWCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///7j////gFQAA2AMAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgAChxIFAAAAEwIAAkUVBQAAAAkCAAAAAgUAAAAUAkQDnAMcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///xoeCqcAAAoAAAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAAsebwBBQAAABQCbgGGExwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////KR4KEwAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAMQAAAwUAAAAUAmACNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///xoeCqgAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAeAAAAMgoAAAAADwAAAGFyZ21heHttaW4oKCkpfQCoAH4A/AAmAagAtACuACYBbADSAA4ECQV+AMADAAMFAAAAFAKMA4cSHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8pHgoUAAAKAAAAAAAEAAAALQECAAQAAADwAQEADQAAADIKAAAAAAQAAAB8fHx8TgDUAU4AAAMFAAAAFAK0AX8NHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8aHgqpAAAKAAAAAAAEAAAALQEBAAQAAADwAQIACQAAADIKAAAAAAEAAABUHrwBBQAAABQCPgN9BhwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////KR4KFQAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAbh68AQUAAAAUAkQDAQMcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///xoeCqoAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAKAAAAMgoAAAAAAgAAAHdi1gC8AQUAAAAUAmACaAgcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///ykeChYAAAoAAAAAAAQAAAAtAQIABAAAAPABAQATAAAAMgoAAAAACAAAAGxhYmVsd3hibADAAMAAqACMAbUB/gEAAwUAAAAUAowDcRMcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///xoeCqsAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAHd5AAMFAAAAFAJgAi0PHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAAAg2JJ0tNPgRP7///8pHgoXAAAKAAAAAAAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAArZwADBQAAABQCYAKACxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEE1UIEV4dHJhANiSdLTT4ET+////Gh4KrAAACgAAAAAABAAAAC0BAQAEAAAA8AECAAoAAAAyCgAAAAACAAAAZ2eDBgAD9QAAACYGDwDgAUFwcHNNRkNDAQC5AQAAuQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgKCYQACAIJyAAIAgmcAAwAXEAABAAICgm0AAgCCYQACAIJ4AAALAQACAIN3AAIAgiwAAgCDYgAAAQEACgIAgnsAAwAXEAABAAICgm0AAgCCaQACAIJuAAALAQACAINuAAABAQAKAgCCKAACAINsAAIAg2EAAgCDYgACAINlAAIAg2wAAgSLj+lnAgCCKAACAIN3AAMAHAAACwEBAQACAINUAAAACgIAg3gAAgSGKwArAgCDYgACAIIpAAIAgikAAgSLj+lnAwALAAABAAIAiDEAAAEAAgCCfAACAIJ8AAIAg3cAAgCCfAACAIJ8AAAAAgCCfQAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAHcZZuZIAIoA/////0DUGQAEAAAALQEDAAQAAADwAQEAAwAAAAAA)

对上式求解还是相当困难，我们可以将其转换成为另一种更容易求解的方式。如果令所有支持向量的![](data:image/x-wmf;base64,183GmgAAAAAAAAAKQAIACQAAAABRVgEACQAAAx0CAAACAKUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAKCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////ACQAA9QEAAAUAAAAJAgAAAAIFAAAAFAKgAb4DHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9YJgo6AAAKAAAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAKCkpAAkFfgAAAwUAAAAUAvQARQUcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///6ElCkAAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFR5vAEFAAAAFAKgAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9YJgo7AAAKAAAAAAAEAAAALQEAAAQAAADwAQEAEwAAADIKAAAAAAgAAABsYWJlbHd4YmwAwADAAKgAjAG1Af4BAAMFAAAAFAKgAfMGHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAAAg2JJ0lWGTNf7///+hJQpBAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAreQADBQAAABQCoAFGAxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEE1UIEV4dHJhANiSdJVhkzX+////WCYKPAAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAZ1MAA6UAAAAmBg8AQAFBcHBzTUZDQwEAGQEAABkBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg2wAAgCDYQACAINiAAIAg2UAAgCDbAACBIuP6WcCAIIoAAIAg3cAAwAcAAALAQEBAAIAg1QAAAAKAgCDeAACBIYrACsCAINiAAIAgikAAgCCKQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAGlIAIoAAAAKAAQlZmlIAIoAAQAAAEDUGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)都为1，那就可以通过求![](data:image/x-wmf;base64,183GmgAAAAAAAEADIAQACQAAAABxWQEACQAAA70BAAAEAJAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgBEADCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8AAwAA2AMAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgACQAAFAAAAEwIAAv4CBQAAAAkCAAAAAgUAAAAUAm4BPwEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///70dCqkAAAoAAAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAAxeQADBQAAABQCjANAABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////th0KewAACgAAAAAABAAAAC0BAgAEAAAA8AEBAA0AAAAyCgAAAAAEAAAAfHx8fE4A1AFOAAADBQAAABQCjAMqARwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////vR0KqgAACgAAAAAABAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAd3kAA5AAAAAmBg8AFQFBcHBzTUZDQwEA7gAAAO4AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAMACwAAAQACAIgxAAABAAIAgnwAAgCCfAACAIN3AAIAgnwAAgCCfAAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAIQWZohIAIoA/////4DTGQAEAAAALQEDAAQAAADwAQEAAwAAAAAA) 的最大值来得到最终解。

这里的约束条件就是![](data:image/x-wmf;base64,183GmgAAAAAAAAAMQAIACQAAAABRUAEACQAAAyUCAAACAKsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAMCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////ACwAA9QEAAAUAAAAJAgAAAAIFAAAAFAKgAb4DHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9jHQr3AAAKAAAAAAAEAAAALQEAAA0AAAAyCgAAAAAEAAAAKCkpMQkFfgDUAQADBQAAABQC9ABFBRwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////VSYKLgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAVAC8AQUAAAAUAqABLgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///2MdCvgAAAoAAAAAAAQAAAAtAQAABAAAAPABAQATAAAAMgoAAAAACAAAAGxhYmVsd3hibADAAMAAqACMAbUB/gEAAwUAAAAUAqAB8wYcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAACDYknSVYZM1/v///1UmCi8AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAACuzJAMAAwUAAAAUAqABRgMcAAAA+wKA/gAAAAAAAJABAAAAAQACABBNVCBFeHRyYQDYknSVYZM1/v///2MdCvkAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGcAAAOrAAAAJgYPAEsBQXBwc01GQ0MBACQBAAAkAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINsAAIAg2EAAgCDYgACAINlAAIAg2wAAgSLj+lnAgCCKAACAIN3AAMAHAAACwEBAQACAINUAAAACgIAg3gAAgSGKwArAgCDYgACAIIpAAIAgikAAgSGZSKzAgCIMQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCOSACKAAAACgCyJWaOSACKAAEAAACA0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)。对于这类优化问题，有一个非常著名的求解方法，即拉格朗日乘子法。于是，优化目标函数最后可以写成：

![](data:image/x-wmf;base64,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)

其约束条件为：

![](data:image/x-wmf;base64,183GmgAAAAAAAKADwAEBCQAAAABwXAEACQAAA4oBAAACAIMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAaADCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAwAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAbACHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8kJgqmAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMHkAAwUAAAAUAmABHAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAACDYknRJRVBN/v///8IhCnAAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGEAAAMFAAAAFAJgAYoBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAAAg2JJ0SUVQTf7///8kJgqnAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAACzJgADgwAAACYGDwD8AEFwcHNNRkNDAQDVAAAA1QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSEsQNhAgSGZSKzAgCIMAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAE1IAIoAAAAKADUmZk1IAIoAAQAAAEDUGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) ，和![](data:image/x-wmf;base64,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)

至此一切都很完美，但是这里有个假设：数据必须100%线性可分。最后程序主要就是求解一个最优![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAyEBAAACAH4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAAAg2JJ0OfZRFf7///8VJgqoAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYQAAA34AAAAmBg8A8QBBcHBzTUZDQwEAygAAAMoAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhLEDYQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAAcmZsJIAIoA/////4DTGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)。

#### 1.2 SMO（序列最小优化）高效算法

SMO算法的工作原理是：每次循环中选择两个alpha进行优化处理。一旦找到一对合适的alpha，那么就增大其中一个同时减小另一个。这里所谓的“合适”就是指两个alpha必须要符合一定的条件，条件之一就是这两个alpha必须要在间隔边界之外，另一个条件就是这两个alpha还没有进行国区间化处理或者不在边界上。

### 2 算法优缺点

### 3 算法应用