Lab 2: Basic Probability

Hanh Nguyen

Spring 2023

In this lab we will work through two basic probability problems, and in the process practice more with RMarkdown.

#### Packages needed:

knitr, xtable, pander

## Task 1: Coin flipping

This task illustrates the interpretation of a probability as the long run relative frequency of an event after a large number of trials.

Dobrow presents R code on pages 24 and 453 for simulating coin tosses. We perform the experiment of observing the number of heads after tossing a fair coin 100 times (probability of a heads on any one toss is 50%). Just like rolling a die, we can use the R function sample to flip a coin. Though recognize there are only two outcomes: heads (1) and tails (0). We will report the number of heads after 50 tosses and intermediary output. We will also graphically display the cumulative proportion of heads again the coin toss (1 to 100). The type="l" parameter in the R function plot will draw a solid line. *Always label your axes! In RMarkdown, a graph title is useful too.*

### Code set-up

simnum = 100 # number of coin flips  
coinflips = sample(0:1, simnum, replace = TRUE) # flip the coin: heads = 1, tails = 0  
heads = cumsum(coinflips) # cumulative sum of number of heads after each coin toss  
prop = heads/(1:simnum) # running proportion of heads after each coin toss  
head(heads) # report cumulative number of heads after each of the first 6 flips

## [1] 0 1 1 2 3 3

heads[50]

## [1] 27

# running mean plot for proportion of heads.  
plot(1:simnum, prop, type="l", xlab="Number of coins", ylab="Running average", main="Proportion of heads in 100 coin flips")  
abline(h=0.5) # add a line at 50%
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### The problem

Let us now flip a “biased” coin. Perform the experiment of observing the number of heads after tossing a coin 1000 times, with the probability of getting a heads on any one toss being 40%. To change the probability in the R function sample use the parameter prob=c(0.6,0.4); note that we need to specify the probability of a tails (0) and a heads (1) in this parameter. Note that if you do not want the code presented in your html report, use the parameter echo=FALSE in the code chunk.

#### Report the following:

* Proportion of heads after 10, 50, 100, 200, and 500 tosses (see table code chunk below under “RMarkdown presenting output”!)
* Plot of the cumulative proportion of heads vs. coin toss number (1 to 1000); label the axes and title the graphic appropriately!
* On the plot, draw a horizontal line at *y=0.40*, the probability of tossing a head for this coin

# [Place code here]  
#set.seed(500)  
n = 1000 #number of coin tosses   
coinflips = sample(0:1, n, replace = TRUE, prob = c(0.6, 0.4)) # flip the coin: heads = 1, tails = 0 with a 40% chance of heads   
heads = cumsum(coinflips) #cumulative sum of number of heads after each coin toss   
prop = heads/(1:n) #running proportion of heads after each coin toss   
  
#Proportion of heads after 10, 50, 100, 200, and 500 tosses   
prop[c(10, 50, 100, 200, 500)]

## [1] 0.500 0.480 0.400 0.385 0.406

cat("Cumulative proportion of heads after 10 tosses:",prop[10], "\n")

## Cumulative proportion of heads after 10 tosses: 0.5

cat("Cumulative proportion of heads after 50 tosses:",prop[50], "\n")

## Cumulative proportion of heads after 50 tosses: 0.48

cat("Cumulative proportion of heads after 100 tosses:",prop[100], "\n")

## Cumulative proportion of heads after 100 tosses: 0.4

cat("Cumulative proportion of heads after 200 tosses:",prop[200], "\n")

## Cumulative proportion of heads after 200 tosses: 0.385

cat("Cumulative proportion of heads after 500 tosses:",prop[500], "\n")

## Cumulative proportion of heads after 500 tosses: 0.406

#Plot of the cumulative proportion if heads vs coin toss number (1 to 1000)  
plot(1:n, prop, type = "l", xlab = "Number of coins", ylab = "Proportion of heads", main = "Cumulative proportion of Heads vs Coin Toss number")  
abline(h = 0.40, col = "red") #draw a horizontal line at y = 0.40

![](data:image/png;base64,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)

### Questions:

* Describe the behavior of the graphic (cumulative proportion of heads) during the first 150 tosses (1-150), next 150 tosses (151-300), and then later tosses. *The behavior of the graphic during the first 150 tosses (1-150) is that it starts off low and then gradually increases. In the next 150 tosses (151-300), the curve continues to increase but slow down. As the number of tosses increases further, the curve approaches a limiting value, which is represented by the horizontal red line in the plot.*
* What do you notice about the limiting value of the curve in your plot? *The curve eventually approaches a constant value, which is 0.4, the expected probability of getting a head in each coin toss, since with a large number of tosses*
* Why would you expect the behavior you discuss in the previous two bullets? *The behavior mentioned in the previous two bullets can be expected because of the law of large numbers. The law of large numbers states that as the number of trials increases, the average of the results of the trials approaches the expected value. In this case, the expected value is 0.4, the probability of getting a head on each coin toss, and the average is the cumulative proportion of heads after each toss. Therefore, as the number of tosses increases, the cumulative proportion of heads should approach the expected value of 0.4.*

#### RMarkdown presenting output:

Below is code to present a table for the proportion of heads after 10, 50, and 100 tosses.

Reminders:

The echo=FALSE parameter prevents printing of code from a code chunk. The include=FALSE parameter prevents printing of output from a code chunk. The results=asis allows the LaTeX code produced by xtable to be compiled and output.

# we will create a table using xtable and pander  
library(knitr)  
library(xtable)  
library(pander)  
# output desired summary statistics  
# formatC used so integer coin tosses do not have a decimal place in the figure!  
numtoss = formatC(c(10, 50, 100, 200, 500), digits=0, format="d", flag="#")  
num.heads = c(heads[10], heads[50], heads[100], heads[200], heads[500])  
num.heads = formatC(num.heads, digits=0, format="d", flag="#")  
# formatC used here so proportions have exactly two decimal places (including zeros at the end)!  
prop.heads = c(prop[10], prop[50], prop[100], prop[200], prop[500])  
prop.heads = formatC(signif(prop.heads,digits=6), digits=2, format="f", flag="#")  
table.elts = rbind(numtoss, num.heads, prop.heads)  
row.names(table.elts) = cbind("# coin tosses", "Number of heads", "Proportion of heads")  
lab1.table = xtable(table.elts, caption = "Proportion of heads for a given number of tosses of a fair coin.", label="cointoss", align = "|l|rrrrr|")  
pander(lab1.table)

Proportion of heads for a given number of tosses of a fair coin.

|  | 1 | 2 | 3 | 4 | 5 |
| --- | --- | --- | --- | --- | --- |
| **# coin tosses** | 10 | 50 | 100 | 200 | 500 |
| **Number of heads** | 5 | 24 | 40 | 77 | 203 |
| **Proportion of heads** | 0.50 | 0.48 | 0.40 | 0.38 | 0.41 |

The table shows the proportion of heads after a certain number of tosses in a single simulation experiment. These proportions provide empirical estimates of the probability of a head for specified simulation sample sizes.

### The problem

Directly in the code chunk above, add columns for 200 tosses and 500 tosses. Hint: you will need to append these two elements to numtoss, num.heads, and prop.heads. Also, note that in the xtable function, the align is only for 3 right-justified columns; need to augment that to 5 right-justified columns.

## Task 2: Divisibility probability

This task provides a probability problem to explore if-then statements and functions in R. Consider an integer drawn uniformly at random from the numbers {1, 2, …, 1000} such that each number is equally likely. We wish to simulate the probability that the number drawn is divisible by 3, 5, or 6.

### Code set-up

Dobrow presents R code on page 25 for simulating this experiment, and provides the exact probability calculation in Example 1.20. The code presents a slick application of the replicate R function, one we used in the R Introduction lab. In particular, a function is written which draws the number at random from the integers 1 to 1000 and then checks if it is divisible by 3, 5, or 6. It uses modular arithmetic, x%%n being *x mod n* in R. For example, if the remainder of the number divided by 3 (modulus) is 0, then the number is divisible by 3! We will then repeat the function (experiment) 1000 times to get the empirical probability.

##### The true probability that a randomly drawn integer between 1 and 1000 is divisible by 3, 5, or 6 is 0.467.

# simdivis() simulates one trial  
simdivis = function(){  
 num = sample(1:1000, 1) # draw a number at random from the integers 1 to 1000  
 # determine if the number is divisible by 3, 5 or 6 by checking if the remainder is 0  
 if (num%%3==0 || num%%5==0 | num%%6==0) 1 else 0  
}  
simlist = replicate(1000, simdivis()) # replicate the experiment 1000 times  
mean(simlist) # compute the estimated probability as the proportion of times the number is divisible by 3, 5, or 6

## [1] 0.456

### The problem

Simulate the probability that a random integer between 1 and 5000 is divisible by 4, 7, or 10.

##### The true probability that a randomly drawn integer between 1 and 5000 is divisible by 4, 7, or 10 is 0.40.

# [Place code here]  
simdivis = function(){  
 number = sample(1:5000, 1) #draw a number at random from the integers 1 to 5000  
 # determine if the number is divisible by 4, 7, or 10 by checking if the remainder is 0   
 if (number %% 4 == 0 || number %% 7 == 0 || number %% 10 == 0) 1 else 0   
}  
simlist = replicate(5000, simdivis()) # replicate the experiment 5000 times  
mean(simlist)# compute the estimated probability as the proportion of times the number is divisible by 4, 7, or 10

## [1] 0.3964

### Questions:

* Present the empirical probability based on repeating the experiment 100, 1000, 10000, and 100000 times. Consider using the xtable code chunk from the first task to build a table for these values.

*[Put your answer here, in between the asterisks]*

# we will create a table using xtable and pander  
library(knitr)  
library(xtable)  
library(pander)  
simdivis = function(){  
 num = sample(1:5000, 1) # draw a number at random from the integers 1 to 5000  
 # determine if the number is divisible by 4, 7, or 10 by checking if the remainder is 0  
 if (num %% 4 == 0 || num %% 7 == 0 || num %% 10 == 0) 1 else 0  
}  
simlist = replicate(5000, simdivis()) #replicate the experiment 5000 times   
mean(simlist)# compute the estimated probability as the proportion of times the number is divisible by 4, 7, or 10

[1] 0.391

# Repeat the experiment 100, 1000, 10000, and 100000 times  
# Create a table for the results  
  
#prop.divisible = sapply(c(100, 1000, 10000, 100000), function(x) mean(replicate(x, simdivis())))  
#prop.divisible = formatC(signif(prop.divisible, digits = 6), digits = 2, format = "f", flag = "#")  
#table.elts = rbind(numtoss, prop.divisible)  
#row.names(table.elts) = cbind("Repeat", "Probability")  
  
numtoss = formatC(c(100, 1000, 10000, 100000), digits = 0, format = "d", flag = "#")  
  
simlist\_100 = replicate(100, simdivis())  
simlist\_1000 = replicate(1000, simdivis())  
simlist\_10000 = replicate(10000, simdivis())  
simlist\_100000 = replicate(100000, simdivis())  
  
table.elts = rbind(mean(simlist\_100), mean(simlist\_1000), mean(simlist\_10000), mean(simlist\_100000))  
row.names(table.elts) = cbind("100 times", "1000 times", "10000 times", "100000 times")  
colnames(table.elts) = c("Probability")  
lab1.table = xtable(table.elts, caption = "Empirical probability of a random integer between 1 and 5000 being divisible by 4, 7, or 10.", label="divisible4710", align = "|l|r")  
pander(lab1.table)

Empirical probability of a random integer between 1 and 5000 being divisible by 4, 7, or 10.

|  | Probability |
| --- | --- |
| **100 times** | 0.43 |
| **1000 times** | 0.405 |
| **10000 times** | 0.407 |
| **100000 times** | 0.4008 |

* How do these values compare to the truth?

*The values computed from the simulation approach the truth (0.40) as the number of simulations increases.*

* Extra credit: show that the true probability that a random integer between 1 and 5000 is divisible by 4, 7, or 10 is 40%?

*[Put your answer here, in between the asterisks]*

count = 0   
for(number in 1:5000){  
 if(number%%4==0 || number%%7==0 || number%%10==0){  
 count = count + 1  
 }  
}  
prob = count / 5000   
prob \* 100

## [1] 40