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#### Packages needed: knitr, xtable, pander

## Task 1: Evaluation of a standard random number generator

### Code set-up

The code chunk below presents R code for the RANDU random number generator presented in the video lectures. The code chunk generates 100 pseudo-random numbers from using the RANDU generator and presents a histogram, empirical cdf, and Kolmogorov-Smirnov test to evaluate the performance of the algorithm. Try running it.

# generate random variates according to the RANDU generator  
# X\_{n+1} = 65539 X\_n mod 2^31  
n<-100 # number of variates  
x<-1 # seed  
for(i in 1:n){  
 x<-c(x, (65539\*x[i])%%(2^31))  
}  
x<-x/2^31  
x<-x[2:n]  
  
#par(mfrow=c(2,1))  
# histogram of the n RANDU variates  
hist(x, main="", xlab="RANDU variates", ylab="Frequencies")
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# empirical distribution function of the n RANDU variates and  
# uniform(0, 1) probability plot  
plot.ecdf(x, verticals= TRUE, do.p = FALSE, main="", ylab="Probability")  
abline(0,1)
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# Kolmogorov-Smirnov test of RANDU variates against U(0, 1) distribution  
ks.test(x,"punif",0,1)

##   
## Exact one-sample Kolmogorov-Smirnov test  
##   
## data: x  
## D = 0.12773, p-value = 0.07229  
## alternative hypothesis: two-sided

### The problem

In this task, we will evaluate an original implementation of the rand command in *Matlab* for generating uniform random numbers. The random number generator has formulation

Ammend the code chunk above to generate 1000 random uniform variates from this random number generator.

![](data:image/png;base64,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)

## Warning in plot.window(...): "ylan" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "ylan" is not a graphical parameter

## Warning in axis(side = side, at = at, labels = labels, ...): "ylan" is not a  
## graphical parameter  
  
## Warning in axis(side = side, at = at, labels = labels, ...): "ylan" is not a  
## graphical parameter

## Warning in box(...): "ylan" is not a graphical parameter

## Warning in title(...): "ylan" is not a graphical parameter

![](data:image/png;base64,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)

##   
## Asymptotic one-sample Kolmogorov-Smirnov test  
##   
## data: x  
## D = 0.028771, p-value = 0.38  
## alternative hypothesis: two-sided

### Report the following: (these are all outputs of the code chunk above already)

* Present a histogram of the 1000 variates you generated.
* Present the empirical distribution function of your data and a probability plot under the assumption of independent and identically distributed data points (on the same set of axes as we did in the online lecture).
* Use your generations from (a) to perform a Kolmogorov-Smirnov test to validate the routine.

### Questions:

* Do the pseudo-random numbers appear uniformly distributed? Why or why not?

*No, the pseudo-random numbers do not appear uniformly distributed. This is due to the fact that the RANDU generator is a linear congruential generator and has some serious shortcomings that can lead to non-randomness and non-uniformity in the generated sequence of numbers. It must be a type of probability distribution in which all outcomes are equally likely.*

* What are your conclusions from the Kolmogorov-Smirnov test at the level?

*The Kolmogorov-Smirnov test compares the empirical distribution function of the generated numbers with the cumulative distribution function of the uniform distribution. The null hypothesis is that the generated numbers are uniformly distributed.In this case, the p-value obtained from the KS-test is 0.38 which is greater than the significance level of 0.05.Therefore, we fail to reject the null hypothesis and conclude that there is not enough evidence to suggest that the generated numbers are not uniformly distributed.*

## Task 2: Simulation of discrete distributions

A bag contains one red, two blue, three green, and four yellow marbles. A sample of three marbles is taken without replacement. Let B denote the number of blue marbles and Y denote the number of yellow marbles in the sample. The probabilities of each outcome is as follows:

# we will create a table using xtable and pander  
library(knitr)  
library(xtable)  
library(pander)  
table.elts = rbind(  
 c(0, "4/120", "24/120", "24/120", "4/120", "56/120"),  
 c(1, "12/120", "32/120", "12/120", "0/120", "56/120"),  
 c(2, "4/120", "4/120", "0/120", "0/120", "8/120"),  
 c("Yellow marg", "20/120", "60/120", "36/120", "4/120", "1"))  
#row.names(table.elts) = cbind("# coin tosses", "Number of heads", "Proportion of heads")  
colnames(table.elts) = cbind("B/Y", "0", "1", "2", "3", "Blue marg")  
lab3.table = xtable(table.elts, caption = "Discrete distribution of marble game.", label="distr\_table", align = "|l|rrrr|rr")  
pander(lab3.table, hline.after = c(3))

Discrete distribution of marble game.

| B/Y | 0 | 1 | 2 | 3 | Blue marg |
| --- | --- | --- | --- | --- | --- |
| 0 | 4/120 | 24/120 | 24/120 | 4/120 | 56/120 |
| 1 | 12/120 | 32/120 | 12/120 | 0/120 | 56/120 |
| 2 | 4/120 | 4/120 | 0/120 | 0/120 | 8/120 |
| Yellow marg | 20/120 | 60/120 | 36/120 | 4/120 | 1 |

### Code set-up

We can use the sample function of R to randomly generate from any sequence, including characters. For example, we can code the bag of marbles as

pop = c("r","b","b","g","g","g","y","y","y","y")

We may then sample from this bag of letters (marbles). The following code chunk draws three marbles (so one run of the experiment). We record the number of blue marbles and yellow marbles from this draw.

# True values:  
# P(0 blue) = 56/120; P(1 blue) = 56/120; P(2 blue) = 8/120  
# P(0 Y) = 20/120; P(1 Y) = 60/120; P(2 Y) = 36/120; P(3 Y) = 4/120  
  
# Bag of marbles (population)  
pop = c("r","b","b","g","g","g","y","y","y","y")  
samp = sample(pop,3) # draw 3 marbles  
blues = sum(samp=="b") # number of blue marbles drawn  
yellows = sum(samp=="y") # number of yellow marbles drawn  
c(blues, yellows) # just checking how many blue and yellow marbles are drawn

## [1] 1 0

For this task, you will repeat this experiment 10,000 times. You still need to store the number of blue and yellow marbles from each experiment. The easiest way is to just turn the blue and yellow variables into vectors in which to store the values each step of a for-loop over the 10,000 experiments.

A note, the table command in R is a handy way of summarizing output. In particular, if you have a storage vector blues of the number of blue marbles for each of 10,000 experiments, table(blues) will tabulate the number of experiments with 0 blue marbles drawn, 1 blue marble drawn, 2 blue marbles drawn, and 3 blue marbles drawn.

### The problem

Perform a simulation experiment of drawing three marbles from the bag 10,000 times. I have initialized storage vectors for you.

# True values:  
# P(0 blue) = 56/120; P(1 blue) = 56/120; P(2 blue) = 8/120  
# P(0 Y) = 20/120; P(1 Y) = 60/120; P(2 Y) = 36/120; P(3 Y) = 4/120  
simnum = 10000 # number of experiments  
# Initialize storage vectors for the number of blue and yellow marbles drawn   
# for each of the 10,000 runs of the experiment.  
blues=numeric(simnum); yellows=numeric(simnum)  
  
# [Place code here]  
# Conduct simulation experiment of drawing three marbles from the bag 10,000 times   
for (i in 1:simnum){  
 samp = sample(pop, 3) #draw 3 marbles   
 blues[i] = sum(samp == "b") #number of blue marbles drawn  
 yellows[i] = sum(samp == "y") #number of yellow marbles drawn   
}  
table(blues)

## blues  
## 0 1 2   
## 4650 4669 681

table(yellows)

## yellows  
## 0 1 2 3   
## 1696 4962 3001 341

### Reporting and questions

It is up to you how you want to present the values requested. Rather than getting into R Markdown tables (xtable and pander) for this lab report, I recommend using R data frames (data.frame command). The command setNames allows you to rename the columns of a data frame for purposes of clear labeling.

By empirical pmf (probability mass function), we mean the proportion of experiments in which we draw 0 marbles of the given color, 1 marble of the given color, 2 marbles of the given color, and 3 marbles of the given color. So if is a random variable denoting the number of blue marbles drawn, the empirical pmf is an estimate of , , , and .

* Present the empirical pmf of the number of blue marbles drawn.
* Present the empirical pmf of the number of yellow marbles drawn.
* Present the mean and variance of the number of blue marbles drawn.
* Present the mean and variance of the number of yellow marbles drawn.

# Empirical pmf of the number of blue marbles drawn  
blue\_pmf <- data.frame(table(blues)/simnum)  
names(blue\_pmf) <- c("Blue", "Empirical Probability")  
cat("\nEmpirical pmf of the number of blue marbles drawn:\n")

##   
## Empirical pmf of the number of blue marbles drawn:

print(blue\_pmf)

## Blue Empirical Probability  
## 1 0 0.4650  
## 2 1 0.4669  
## 3 2 0.0681

# Empirical pmf of the number of yellow marbles drawn  
yellow\_pmf <- data.frame(table(yellows)/simnum)  
names(yellow\_pmf) <- c("Yellow", "Empirical Probability")  
cat("\nEmpirical pmf of the number of yellow marbles drawn:\n")

##   
## Empirical pmf of the number of yellow marbles drawn:

print(yellow\_pmf)

## Yellow Empirical Probability  
## 1 0 0.1696  
## 2 1 0.4962  
## 3 2 0.3001  
## 4 3 0.0341

# Mean and variance of the number of blue marbles drawn  
mean\_blue <- mean(blues)  
var\_blue <- var(blues)  
cat("\nMean and variance of the number of blue marbles drawn:\n")

##   
## Mean and variance of the number of blue marbles drawn:

cat(paste0("Mean: ", mean\_blue, "\n"))

## Mean: 0.6031

cat(paste0("Variance: ", var\_blue, "\n"))

## Variance: 0.37560795079508

# Mean and variance of the number of yellow marbles drawn  
mean\_yellow <- mean(yellows)  
var\_yellow <- var(yellows)  
cat("\nMean and variance of the number of yellow marbles drawn:\n")

##   
## Mean and variance of the number of yellow marbles drawn:

cat(paste0("Mean: ", mean\_yellow, "\n"))

## Mean: 1.1987

cat(paste0("Variance: ", var\_yellow, "\n"))

## Variance: 0.56667497749775

* Compare the empirical pmf with the true values.

# True values  
true\_blue\_probs <- c(56/120, 56/120, 8/120)  
  
  
# Empirical pmf of blue marbles  
blue\_pmf <- table(blues) / simnum  
names(blue\_pmf) <- c(0, 1, 2)  
  
blueDifference = c((sum(blues == 0)/simnum) - (56/120),   
 (sum(blues == 1)/simnum) - (56/120),   
 (sum(blues == 2)/simnum) - (8/120))  
  
data.frame(blue\_pmf, true\_blue\_probs, blueDifference, row.names = c("0", "1", "2"))

## Var1 Freq true\_blue\_probs blueDifference  
## 0 0 0.4650 0.46666667 -0.0016666667  
## 1 1 0.4669 0.46666667 0.0002333333  
## 2 2 0.0681 0.06666667 0.0014333333

#true values  
true\_yellow\_probs <- c(20/120, 60/120, 36/120, 4/120)  
  
#Empirical pmf of yellow marbles   
yellow\_pmf = table(yellows)/ simnum  
names(yellow\_pmf) = c(0, 1, 2, 3)  
  
yellowDifference = c((sum(yellows == 0)/simnum) - (20/120),   
 (sum(yellows == 1)/simnum) - (60/120),   
 (sum(yellows == 2)/simnum) - (36/120),   
 (sum(yellows == 3)/simnum) - (4/120))  
  
data.frame(yellow\_pmf, true\_yellow\_probs, yellowDifference, row.names = c("0", "1", "2", "3"))

## Var1 Freq true\_yellow\_probs yellowDifference  
## 0 0 0.1696 0.16666667 0.0029333333  
## 1 1 0.4962 0.50000000 -0.0038000000  
## 2 2 0.3001 0.30000000 0.0001000000  
## 3 3 0.0341 0.03333333 0.0007666667

*With the differences at such small values, it is reasonable to say that the epmf matches the true values*