Diffusion models – i/p and o/p are of same dimensions- single n/w is used to converge to approximation of a real sample x~ q(x)

DDPM - Denoising Diffusion Probabilistic Model - we get an image from data and add noise step by step. Then We train a model to predict that noise at each step and use the model to generate images

(Sampling Faster) DDIM: Denoising Diffusion Implicit Model

Ref: <https://theaisummer.com/diffusion-models/?fbclid=IwAR1BIeNHqa3NtC8SL0sKXHATHklJYphNH-8IGNoO3xZhSKM_GYcvrrQgB0o>

<https://github.com/diff-usion/Awesome-Diffusion-Models>

architectures that are based on diffusion models are GLIDE, DALLE-2, Imagen, and the full open-source stable diffusion.

<https://insights.daffodilsw.com/blog/all-you-need-to-know-about-diffusion-models>

Applications :

1. Generating image from scratch
2. Conditional image generation – part of image is feeded to model
3. Video generation – high continuity of video frames
4. Text to image generation
5. Anomaly detection – create baseline for normal patterns and then recognize how far points diverge from this normal form
6. Drug discovery – scientists find how molecules move and interact in the body. This computational approach significantly reduces the time and costs associated with bringing new medications to market.
7. Autonomous vehicles -  By predicting the future positions and behaviors of objects in real-time, autonomous vehicles can navigate safely through complex traffic scenarios, adhering to traffic rules and ensuring passenger safety.
8. Neurological research –

* K-space refers to a data matrix containing raw MRI data.
* During MRI acquisition, the scanner collects data point by point, filling up the k-space.
* Each point in k-space represents specific frequency, phase (x, y coordinates), and signal intensity information.
* spatial frequency domain where the entire image is encoded

Dataset:

MRI – time consuming and difficult if we have to run tests through small children (or people with less patience) and large number of people. Too slow for emergency situations like stroke, which doctors need it quickly

FastMRI – AI to make MRI scans. less data is needed using AI and scans can be much faster.

ISMRMD format – Stores MRI data in metadata format – only MRI details like imaging sequence parameters, field strength, slice thickness, echo time (TE), repetition time (TR),

DICOM – Stores both MRI data and Patient information – stores patient details , image params, study details…

Proton density refers to the concentration or density of hydrogen protons within a specific tissue or region being imaged in MRI. Proton density-weighted images provide valuable information about the spatial distribution and concentration of protons within the imaged area.

Tesla – strength of magnetic field generated by MRI scanner

FastMRI: <https://arxiv.org/pdf/1811.08839>

jupyter notebook --notebook-dir=D:/

ssh [idm@idea-hapi.aibe.uni-erlangen.de](mailto:idm@idea-hapi.aibe.uni-erlangen.de)

|  |  |
| --- | --- |
| Sethos | ssh [fa51puco@10.203.25.113](mailto:fa51puco@10.203.25.113) |
| Hetep | ssh [fa51puco@10.203.25.114](mailto:fa51puco@10.203.25.114) |
| Harendotes | ssh [fa51puco@10.76.21.13](mailto:fa51puco@10.76.21.13) |
| Hapi | ssh [fa51puco@10.76.21.15](mailto:fa51puco@10.76.21.15) |
| Harmachis | ssh fa51puco@10.76.21.12 |

**![](data:image/png;base64,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):wq**

Location of the data :

For brain:

<?xml version="1.0" encoding="utf-8"?>\n

<ismrmrdHeader

xmlns="http://www.ismrm.org/ISMRMRD"

xmlns:xs="http://www.w3.org/2001/XMLSchema"

xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" xsi:schemaLocation="http://www.ismrm.org/ISMRMRD ismrmrd.xsd">\n

<studyInformation>\n

<studyTime>16:34:16</studyTime>\n

</studyInformation>\n

<measurementInformation>\n

<measurementID>35279\_187994673\_187994684\_934</measurementID>\n

<patientPosition>HFS</patientPosition>\n

<protocolName>AX</protocolName>\n

<frameOfReferenceUID>1.3.12.2.1107.5.2.32.35279.1.20180319160545234.0.0.4987</frameOfReferenceUID>\n

</measurementInformation>\n

<acquisitionSystemInformation>\n

<systemVendor>SIEMENS</systemVendor>\n

<systemModel>TrioTim</systemModel>\n

<systemFieldStrength\_T>2.8936</systemFieldStrength\_T>\n

<relativeReceiverNoiseBandwidth>0.793</relativeReceiverNoiseBandwidth>\n

<receiverChannels>4</receiverChannels>\n

<institutionName>NYU</institutionName>\n

</acquisitionSystemInformation>\n

<experimentalConditions>\n

<H1resonanceFrequency\_Hz>123226984</H1resonanceFrequency\_Hz>\n

</experimentalConditions>\n

<encoding>\n

<encodedSpace>\n

<matrixSize>\n

<x>768</x>\n

<y>392</y>\n

<z>1</z>\n

</matrixSize>\n

<fieldOfView\_mm>\n

<x>440</x>\n

<y>224.62</y>\n

<z>7.5</z>\n

</fieldOfView\_mm>\n

</encodedSpace>\n

<reconSpace>\n

<matrixSize>\n

<x>384</x>\n

<y>384</y>\n

<z>1</z>\n

</matrixSize>\n

<fieldOfView\_mm>\n

<x>220</x>\n

<y>220</y>\n

<z>5</z>\n

</fieldOfView\_mm>\n

</reconSpace>\n

<trajectory>cartesian</trajectory>\n

<encodingLimits>\n

<kspace\_encoding\_step\_1>\n

<minimum>0</minimum>\n

<maximum>391</maximum>\n

<center>196</center>\n

</kspace\_encoding\_step\_1>\n

<kspace\_encoding\_step\_2>\n

<minimum>0</minimum>\n

<maximum>0</maximum>\n

<center>0</center>\n

</kspace\_encoding\_step\_2>\n

<average>\n

<minimum>0</minimum>\n

<maximum>0</maximum>\n

<center>0</center>\n

</average>\n

<slice>\n

<minimum>0</minimum>\n

<maximum>33</maximum>\n

<center>0</center>\n

</slice>\n

<contrast>\n

<minimum>0</minimum>\n

<maximum>0</maximum>\n

<center>0</center>\n

</contrast>\n

<phase>\n

<minimum>0</minimum>\n

<maximum>0</maximum>\n

<center>0</center>\n

</phase>\n

<repetition>\n

<minimum>0</minimum>\n

<maximum>0</maximum>\n

<center>0</center>\n

</repetition>\n

<set>\n

<minimum>0</minimum>\n

<maximum>0</maximum>\n

<center>0</center>\n

</set>\n

<segment>\n

<minimum>0</minimum>\n

<maximum>0</maximum>\n

<center>0</center>\n

</segment>\n

</encodingLimits>\n

<parallelImaging>\n

<accelerationFactor>\n

<kspace\_encoding\_step\_1>1</kspace\_encoding\_step\_1>\n

<kspace\_encoding\_step\_2>1</kspace\_encoding\_step\_2>\n

</accelerationFactor>\n

<calibrationMode>other</calibrationMode>\n

<interleavingDimension>other</interleavingDimension>\n

</parallelImaging>\n

</encoding>\n

<sequenceParameters>\n

<TR>6000</TR>\n

<TE>107</TE>\n

<TI>500</TI>\n

<flipAngle\_deg>120</flipAngle\_deg>\n

<sequence\_type>TurboSpinEcho</sequence\_type>\n

<echo\_spacing>10.72</echo\_spacing>\n

</sequenceParameters>\n

<userParameters>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_0</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_1</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_2</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_3</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_4</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_5</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_6</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_7</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_8</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_9</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_10</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_11</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_12</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_13</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_14</name>\n

<value>0</value>\n

</userParameterDouble>\n

<userParameterDouble>\n

<name>MaxwellCoefficient\_15</name>\n

<value>0</value>\n

</userParameterDouble>\n

</userParameters>\n

</ismrmrdHeader>

|  |  |  |
| --- | --- | --- |
| Element | Description | Example |
|  |  |  |
| **ismrmrdHeader** | Root element indicating the content follows the ISMRMRD format |  |
| **studyInformation** | Contains information about the study. |  |
| studyTime | The time the study was conducted. | 16:34:16 |
| **measurementInformation** | Includes details about the measurement. |  |
| measurementID | Unique identifier for the measurement. | 35279\_187994673\_187994684\_934 |
| patientPosition | Position of the patient during the scan. | HFS (Head First Supine) |
| protocolName | Name of the imaging protocol. | AX |
| frameOfReferenceUID | Unique identifier for the frame of reference. | 1.3.12.2.1107.5.2.32.35279.1.2 |
| **acquisitionSystemInformation** | Describes the MRI system used for the acquisition. |  |
| systemVendor | Manufacturer of the MRI system. | SIEMENS |
| systemModel | Model of the MRI system. | TrioTim |
| systemFieldStrength\_T | Magnetic field strength in Tesla. | 2.8936 |
| relativeReceiverNoiseBandwidth | Relative bandwidth of the receiver noise. | 0.793 |
| receiverChannels | Number of receiver channels. | 4 |
| institutionName | Name of the institution where the scan was performed. | NYU |
| **experimentalConditions** | Provides details about the experimental conditions. |  |
| H1resonanceFrequency\_Hz | Resonance frequency of hydrogen (H1) in Hz. | 123226984 |
| **encoding** | Contains encoding information for the MRI data. |  |
| **encodedSpace** | Describes the encoded matrix size and field of view. |  |
| matrixSize | Encoded matrix size. | x: 768, y: 392, z: 1 |
| fieldOfView\_mm | Encoded field of view in millimeters. | x: 440, y: 224.62, z: 7.5 |
| **reconSpace** | Describes the reconstruction matrix size and field of view |  |
| matrixSize | Reconstruction matrix size. | x: 384, y: 384, z: 1 |
| fieldOfView\_mm | Reconstruction field of view in millimeters. | x: 220, y: 220, z: 5 |
| **trajectory** | Describes the k-space trajectory used. | cartesian |
| **encodingLimits** | Defines the limits for various encoding steps and parameters. |  |
| kspace\_encoding\_step\_1 | Limits for k-space encoding step 1. | minimum: 0, maximum: 391, |
| kspace\_encoding\_step\_2 | Limits for k-space encoding step 2. | minimum: 0, maximum: 0, |
| average | Limits for averages. | minimum: 0, maximum: 0, center: 0 |
| slice | Limits for slices. | minimum: 0, maximum: 33, center: 0 |
| contrast | Limits for contrast. | minimum: 0, maximum: 0, center: 0 |
| phase | Limits for phase. | minimum: 0, maximum: 0, center: 0 |
| repetition | Limits for repetition. | minimum: 0, maximum: 0, center: 0 |
| set | Limits for set. | minimum: 0, maximum: 0, center: 0 |
| segment | Limits for segment. | minimum: 0, maximum: 0, center: 0 |
| **parallelImaging** | Describes parallel imaging parameters. |  |
| accelerationFactor | Acceleration factor for parallel imaging. | kspace\_encoding\_step\_1: 1, |
| calibrationMode | Calibration mode for parallel imaging. | other |
| **SequenceParameters** | Provides parameters specific to the MRI sequence used. |  |
| TR | Repetition time in milliseconds | 6000 |
| TE | Echo time in milliseconds | 107 |
| TI | Inversion time in milliseconds | 500 |
| flipAngle\_deg | Flip angle in degrees | 120 |
| Sequence\_type | Type of MRI sequence | TurboSpinEcho |
| echo\_spacing | Spacing between echo | 10.72 |
| **userParameters** | Contains user-defined parameters |  |
| **userParameterDouble** | A list of user-defined parameters, here specifically Maxwell coefficients, which are often used in MRI to correct for gradient field imperfections. |  |
| Name |  | MaxwellCoefficient\_0 |
| Value |  | 0 |

Sequence Parameters:

TR: The time between successive pulse sequences applied to the same slice. TR affects the signal intensity and contrast in the resulting images. Short TR times result in T1-weighted images, while long TR times contribute to T2-weighted images.

TE: The time between the application of the RF pulse and the peak of the signal in the receiver coil. TE influences the contrast of the MRI images. Short TE times produce images with T1 contrast, whereas long TE times enhance T2 contrast.

TI: The time between the initial inversion pulse and the start of the signal acquisition. Results in FLAIR (Fluid-Attenuated Inversion Recovery), where it helps in nullifying specific tissue signals to enhance image contrast.

MaxwellCoefficient – using these co-efficients improves the accuracy of the MRI images, as gradient non-linearity leads to spatial distortions.

**Example of Application:**

Imagine an MRI scan where the magnetic field gradients are slightly non-linear. This non-linearity can cause the images to be distorted, making it difficult to accurately measure or diagnose from the images. By using Maxwell coefficients, these distortions can be corrected, ensuring that the resulting images accurately represent the scanned area.

In practice, the actual values for these coefficients would be derived based on the specific characteristics of the MRI scanner and the magnetic field it produces. The coefficients provided in your example are all zero, which might be a placeholder or indicative of a perfectly linear gradient in a theoretical or highly controlled scenario

For Knee:

<?xml version="1.0"?>\n

<ismrmrdHeader

xmlns="http://www.ismrm.org/ISMRMRD"

xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"

xmlns:xs="http://www.w3.org/2001/XMLSchema" xsi:schemaLocation="http://www.ismrm.org/ISMRMRD ismrmrd.xsd">\n\t

<studyInformation>\n\t\t

<studyTime>13:56:13</studyTime>\n\t

</studyInformation>\n\t

<measurementInformation>\n\t\t

<measurementID>51022\_80205133\_80205142\_342</measurementID>\n\t\t

<patientPosition>FFS</patientPosition>\n\t\t

<protocolName>COR</protocolName>\n\t\t

<frameOfReferenceUID>1.3.12.2.1107.5.2.38.51022.1.20180408134532241.0.0.5022</frameOfReferenceUID>\n\t

</measurementInformation>\n\t

<acquisitionSystemInformation>\n\t\t

<systemVendor>SIEMENS</systemVendor>\n\t\t

<systemModel>Biograph\_mMR</systemModel>\n\t\t

<systemFieldStrength\_T>2.893620</systemFieldStrength\_T>\n\t\t

<relativeReceiverNoiseBandwidth>0.793000</relativeReceiverNoiseBandwidth>\n\t\t

<receiverChannels>15</receiverChannels>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>9</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K15</coilName>\n\t\t

</coilLabel>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>21</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K9</coilName>\n\t\t

</coilLabel>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>15</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K8</coilName>\n\t\t

</coilLabel>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>7</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K1</coilName>\n\t\t

</coilLabel>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>23</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K14</coilName>\n\t\t

</coilLabel>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>19</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K3</coilName>\n\t\t

</coilLabel>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>31</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K2</coilName>\n\t\t

</coilLabel>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>3</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K13</coilName>\n\t\t

</coilLabel>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>25</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K6</coilName>\n\t\t

</coilLabel>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>29</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K12</coilName>\n\t\t

</coilLabel>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>5</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K7</coilName>\n\t\t

</coilLabel>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>27</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K5</coilName>\n\t\t

</coilLabel>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>11</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K10</coilName>\n\t\t

</coilLabel>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>13</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K4</coilName>\n\t\t

</coilLabel>\n\t\t

<coilLabel>\n\t\t\t

<coilNumber>17</coilNumber>\n\t\t\t

<coilName>TxRx\_15Ch\_Knee:1:K11</coilName>\n\t\t

</coilLabel>\n\t\t

<institutionName>NYU</institutionName>\n\t

</acquisitionSystemInformation>\n\t

<experimentalConditions>\n\t\t

<H1resonanceFrequency\_Hz>123215683</H1resonanceFrequency\_Hz>\n\t

</experimentalConditions>\n\t

<encoding>\n\t\t

<encodedSpace>\n\t\t\t

<matrixSize>\n\t\t\t\t

<x>640</x>\n\t\t\t\t

<y>356</y>\n\t\t\t\t

<z>1</z>\n\t\t\t

</matrixSize>\n\t\t\t

<fieldOfView\_mm>\n\t\t\t\t

<x>280.000000</x>\n\t\t\t\t

<y>155.539993</y>\n\t\t\t\t

<z>4.500000</z>\n\t\t\t

</fieldOfView\_mm>\n\t\t

</encodedSpace>\n\t\t

<reconSpace>\n\t\t\t

<matrixSize>\n\t\t\t\t

<x>320</x>\n\t\t\t\t

<y>320</y>\n\t\t\t\t

<z>1</z>\n\t\t\t

</matrixSize>\n\t\t\t

<fieldOfView\_mm>\n\t\t\t\t

<x>140.000000</x>\n\t\t\t\t

<y>140.000000</y>\n\t\t\t\t

<z>3.000000</z>\n\t\t\t

</fieldOfView\_mm>\n\t\t

</reconSpace>\n\t\t

<encodingLimits>\n\t\t\t

<kspace\_encoding\_step\_1>\n\t\t\t\t

<minimum>0</minimum>\n\t\t\t\t

<maximum>319</maximum>\n\t\t\t\t

<center>160</center>\n\t\t\t

</kspace\_encoding\_step\_1>\n\t\t\t

<kspace\_encoding\_step\_2>\n\t\t\t\t

<minimum>0</minimum>\n\t\t\t\t

<maximum>0</maximum>\n\t\t\t\t

<center>0</center>\n\t\t\t

</kspace\_encoding\_step\_2>\n\t\t\t

<average>\n\t\t\t\t

<minimum>0</minimum>\n\t\t\t\t

<maximum>0</maximum>\n\t\t\t\t

<center>0</center>\n\t\t\t

</average>\n\t\t\t

<slice>\n\t\t\t\t

<minimum>0</minimum>\n\t\t\t\t

<maximum>35</maximum>\n\t\t\t\t

<center>0</center>\n\t\t\t

</slice>\n\t\t\t

<contrast>\n\t\t\t\t

<minimum>0</minimum>\n\t\t\t\t

<maximum>0</maximum>\n\t\t\t\t

<center>0</center>\n\t\t\t

</contrast>\n\t\t\t

<phase>\n\t\t\t\t

<minimum>0</minimum>\n\t\t\t\t

<maximum>0</maximum>\n\t\t\t\t

<center>0</center>\n\t\t\t

</phase>\n\t\t\t

<repetition>\n\t\t\t\t

<minimum>0</minimum>\n\t\t\t\t

<maximum>0</maximum>\n\t\t\t\t

<center>0</center>\n\t\t\t

</repetition>\n\t\t\t

<set>\n\t\t\t\t

<minimum>0</minimum>\n\t\t\t\t

<maximum>0</maximum>\n\t\t\t\t

<center>0</center>\n\t\t\t

</set>\n\t\t\t

<segment>\n\t\t\t\t

<minimum>0</minimum>\n\t\t\t\t

<maximum>0</maximum>\n\t\t\t\t

<center>0</center>\n\t\t\t

</segment>\n\t\t

</encodingLimits>\n\t\t

<trajectory>cartesian</trajectory>\n\t\t

<parallelImaging>\n\t\t\t

<accelerationFactor>\n\t\t\t\t

<kspace\_encoding\_step\_1>1</kspace\_encoding\_step\_1>\n\t\t\t\t

<kspace\_encoding\_step\_2>1</kspace\_encoding\_step\_2>\n\t\t\t

</accelerationFactor>\n\t\t\t

<calibrationMode>other</calibrationMode>\n\t\t

</parallelImaging>\n\t

</encoding>\n\t

<sequenceParameters>\n\t\t

<TR>2600.000000</TR>\n\t\t

<TE>27.000000</TE>\n\t\t

<TI>100.000000</TI>\n\t\t

<flipAngle\_deg>140.000000</flipAngle\_deg>\n\t\t

<sequence\_type>TurboSpinEcho</sequence\_type>\n\t\t

<echo\_spacing>8.850000</echo\_spacing>\n\t

</sequenceParameters>\n\t

<userParameters>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_0</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_1</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_2</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_3</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_4</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_5</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_6</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_7</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_8</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_9</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_10</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_11</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_12</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_13</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_14</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t\t

<userParameterDouble>\n\t\t\t

<name>MaxwellCoefficient\_15</name>\n\t\t\t

<value>0.000000</value>\n\t\t

</userParameterDouble>\n\t

</userParameters>\n

</ismrmrdHeader>\

|  |  |  |
| --- | --- | --- |
| Element | Description | Example |
| **ismrmrdHeader** | Root element indicating the content follows the ISMRMRD format |  |
| **studyInformation** | Contains information about the study. |  |
| studyTime | The time the study was conducted. | 13:56:13 |
| **measurementInformation** | Includes details about the measurement. |  |
| measurementID | Unique identifier for the measurement. | 51022\_80205133\_80205142\_342 |
| patientPosition | Position of the patient during the scan. | FFS |
| protocolName | Name of the imaging protocol. | COR |
| frameOfReferenceUID | Unique identifier for the frame of reference. | 1.3.12.2.1107.5.2.38.51022.1.20180408134532241.0.0.5022 |
| **acquisitionSystemInformation** | Includes details about the acquisition system. |  |
| systemVendor | Vendor of the system. | SIEMENS |
| systemModel | Model of the system. | Biograph\_mMR |
| systemFieldStrength\_T | Magnetic field strength in Tesla. | 2.893620 |
| relativeReceiverNoiseBandwidth | Relative receiver noise bandwidth. | 0.793000 |
| receiverChannels | Number of receiver channels. | 15 |
| **coilLabel** | Information about the coils used. |  |
| coilNumber | Coil number. | 9, 21, 15, 7, 23, 19, 31, 3, 25, 29, 5, 27, 11, 13, 17 |
| coilName | Coil name. | TxRx\_15Ch\_Knee:1:K15, TxRx\_15Ch\_Knee:1:K9, etc. |
| institutionName | Name of the institution. | NYU |
| **experimentalConditions** | Includes details about experimental conditions. |  |
| H1resonanceFrequency\_Hz | H1 resonance frequency in Hertz. | 123215683 |
| **encoding** | Includes details about the encoding parameters. |  |
| **encodedSpace** | Space that is encoded. |  |
| matrixSize | Size of the matrix. | x: 640, y: 356, z: 1 |
| fieldOfView\_mm | Field of view in millimeters. | x: 280.000000, y: 155.539993, z: 4.500000 |
| **reconSpace** | Space for reconstruction. |  |
| matrixSize | Size of the matrix. | x: 320, y: 320, z: 1 |
| fieldOfView\_mm | Field of view in millimeters. | x: 140.000000, y: 140.000000, z: 3.000000 |
| **encodingLimits** | Limits for encoding. |  |
| kspace\_encoding\_step\_1 | Encoding step 1 in k-space. | minimum: 0, maximum: 319, center: 160 |
| kspace\_encoding\_step\_2 | Encoding step 2 in k-space. | minimum: 0, maximum: 0, center: 0 |
| average | Average encoding limits. | minimum: 0, maximum: 0, center: 0 |
| slice | Slice encoding limits. | minimum: 0, maximum: 35, center: 0 |
| contrast | Contrast encoding limits. | minimum: 0, maximum: 0, center: 0 |
| phase | Phase encoding limits. | minimum: 0, maximum: 0, center: 0 |
| repetition | Repetition encoding limits. | minimum: 0, maximum: 0, center: 0 |
| set | Set encoding limits. | minimum: 0, maximum: 0, center: 0 |
| segment | Segment encoding limits. | minimum: 0, maximum: 0, center: 0 |
| trajectory | Type of trajectory used. | cartesian |
| **parallelImaging** | Details about parallel imaging. |  |
| accelerationFactor | Acceleration factors for k-space encoding steps. | kspace\_encoding\_step\_1: 1, kspace\_encoding\_step\_2: 1 |
| calibrationMode | Calibration mode for parallel imaging. | other |
| **sequenceParameters** | Details about the sequence parameters. |  |
| TR | Repetition time in milliseconds. | 2600.000000 |
| TE | Echo time in milliseconds. | 27.000000 |
| TI | Inversion time in milliseconds. | 100.000000 |
| flipAngle\_deg | Flip angle in degrees. | 140.000000 |
| sequence\_type | Type of sequence used. | TurboSpinEcho |
| echo\_spacing | Echo spacing in milliseconds. | 8.850000 |
| **userParameters** | Includes user-defined parameters. |  |
| userParameterDouble | User-defined parameters with double precision values. |  |
| name | Name of the user parameter. | MaxwellCoefficient\_0, MaxwellCoefficient\_1, etc. |
| value | Value of the user parameter. | 0.000000 |

**Denoising diffusion models for denoising diffusion MRIs:**

GANs – inspired from human cognition system – superior AI for content generation – not perfect – not able to find distinction between generator and discriminator and if one is not trained well , other one will not be able to converge – to overcome all these diffusion models have been proposed – inspired from physics – dealing with probabilities and model the probabilities through Markov chain with multipl states. Each of states in chain represents a distribution which is posterior w.r.t previous state or prior dist. W.r.t. following state – can be used to learn mapping between prior to posterior – diffusion doesn’t need discrimination at all but instead iteration of generation process at each states until the final result

Iterating through the states we are recovering from the noise. Diffusion models not only denoise the samples but also push the samples to correct cluster and that’s how it fits any data distribution.

7 min to generate one single scan -> we can acquire noisy image in shorter time and train neural networks to generate their clean correspondences through denoising NN. This is whole efficient than the original 7 min.

MRI – W, H, D, T (Widh, height, depth and number of different representations) 3D

Approach 1) unconditional diffusion model DDPM – start with noise Z and recurd every state in Markov chain to get fine clean image .

2) if the inbetween states is noisy after recurrent states, replace one of the states with input and start training from there – conditions generation,

J invariance – assume noise is independently sampled form the same dist. And different noisy observations actually represent the same underlying pattern. So we can train NN with different noise observations so no clean branches is required at this case.

DDM2 – 3 states – stage 1 – learn noise model through j invariance – ok denoising quality – over smoothed result and lack essential details . simple method so we need next 2 stages

Stage 2 – merge a noisy input to a particular intermediate state in Markov chain. Use residual noise from stage 1 and fit a noise dist..each intermediate state has different noise levels , so find a close match between fitted noise dist. And this intermediate dist. - A successful match tells there exists atleast one possible sample from posterior at this state in unconditional Markov chain . A denoised image can be generated by starting generation at the matched state instead.

Stage 3 – Diffusion model training

DDPM , score based diffusion

<https://www.youtube.com/watch?v=H45lF4sUgiE>

<https://www.youtube.com/watch?v=a4Yfz2FxXiY>

DDPM

Forward process:

Idea of diffusion models is to destroy all info in the image progressively in sequence of time – add little bit of guassian noise at each step and get completely random noise at the end by mimicking the i/p,.

Reverse – from xt to x0 in reverse process via NN model – take image and remove noise step b by step.

Once the step is learned , take random noise sampled from normal distribution and it will remove little bit of noise – denoising

Diffusion : complex distribution to a simple distribution

<https://www.assemblyai.com/blog/diffusion-models-for-machine-learning-introduction/>

Bayes by back prop: Instead of fixed weights, we use weight that can change and have uncertainty. The network learns by adjusting the uncertain weights to better fit the data. Use VI to update guesses.

Back prop – adjust both guesses and uncertainty. Adv: not only tells us the predictions but also tells us how confident the prediction is, avoid overfitting

* VarNet improves this by learning to predict sensitivity maps from available data.

VarNet: This is a specific deep learning method for MRI reconstruction. It uses several layers, each designed to improve the MRI image in a step-by-step manner.

Gradient Update: Each layer of VarNet mimics a gradient update step, which is a mathematical way to iteratively improve an image.