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**Overview of Models and Explanation**

I have chosen the models TinyLLama, TinyDolphin, and Reader-lm as the first two are less computationally expensive and smaller in size than their standard models, which is useful for running the script with quick execution. I also chose Reader-lm which is different from TinyLLama and TinyDolphin as it is much better with reading and looking up information from websites and generating its own content and displaying it to the user with clear formatting which the other two models don’t do.