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**loading the libraries**

library(class)  
library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(e1071)

**loading the data**

Bank = read.csv("C:\\Users\\Harshith Kumar\\OneDrive\\Desktop\\fml\\UniversalBank (1).csv")  
dim(Bank)

## [1] 5000 14

t(t(names(Bank)))

## [,1]   
## [1,] "ID"   
## [2,] "Age"   
## [3,] "Experience"   
## [4,] "Income"   
## [5,] "ZIP.Code"   
## [6,] "Family"   
## [7,] "CCAvg"   
## [8,] "Education"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

**Drop ID and ZIP**

Bank = Bank[,-c(1,5)]

**conversion of factor(Education)**

#Only Education needs to be converted into Factor in dataset  
Bank$Education = as.factor(Bank$Education)  
levels(Bank$Education)

## [1] "1" "2" "3"

#Now, Convert Education to Dummy Variables  
  
groups = dummyVars(~.,data = Bank) #This created a dummy variable   
  
Bank.Mod = as.data.frame(predict(groups,Bank))

**To have a consistent random selection we are setting up the value of set seed to 5**

set.seed(5)  
  
training.dif = sample(row.names(Bank.Mod),0.6\*dim(Bank.Mod)[1])  
validation.dif = setdiff(row.names(Bank.Mod),training.dif)  
train.diff = Bank.Mod[training.dif,]  
valid.diff = Bank.Mod[validation.dif,]  
t(t(names(train.diff)))

## [,1]   
## [1,] "Age"   
## [2,] "Experience"   
## [3,] "Income"   
## [4,] "Family"   
## [5,] "CCAvg"   
## [6,] "Education.1"   
## [7,] "Education.2"   
## [8,] "Education.3"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

#Second approach  
  
library(caTools)  
set.seed(1)  
split <- sample.split(Bank.Mod, SplitRatio = 0.6)  
train\_set <- subset(Bank.Mod, split == TRUE)  
valid\_set <- subset(Bank.Mod, split == FALSE)  
  
# Printing the sizes of the training and validation datasets.  
print(paste("The size of the training set is:", nrow(train\_set)))

## [1] "The size of the training set is: 2858"

print(paste("The size of the validation set is:", nrow(valid\_set)))

## [1] "The size of the validation set is: 2142"

**Normalization of the dataset**

train.normal.diff <- train.diff[,-10] # Note that Personal Income is the 10th variable  
valid.normal.diff <- valid.diff[,-10]  
  
normal.values <- preProcess(train.diff[, -10], method=c("center", "scale"))  
train.normal.diff <- predict(normal.values, train.diff[, -10])  
valid.normal.diff <- predict(normal.values, valid.diff[, -10])

**Question No:1**

Consider the following customer:

1. Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

# We have converted all categorical variables to dummy variables  
# Let's create a new sample  
New\_CustomerX <- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 Securities.Account = 0,  
 CD.Account = 0,  
 Online = 1,  
 CreditCard = 1  
)  
  
# Normalize the new customer  
New.Cust.normal <- New\_CustomerX  
New.Cust.normal <- predict(normal.values, New.Cust.normal)

**prediction using KNN**

KNN.Prediction1 <- class::knn(train = train.normal.diff,   
 test = New.Cust.normal,   
 cl = train.diff$Personal.Loan, k = 1)  
KNN.Prediction1

## [1] 0  
## Levels: 0 1

1. What is a choice of K that balances between over-fitting and ignoring the predictor information?

#Calculating the accuracy for each value of k  
#Set the range of k values   
  
accuracy.diff <- data.frame(k = seq(1, 15, 1), overallaccuracy = rep(0, 15))  
for(i in 1:15) {  
 KNN.Predct <- class::knn(train = train.normal.diff,   
 test = valid.normal.diff,   
 cl = train.diff$Personal.Loan, k = i)  
 accuracy.diff[i, 2] <- confusionMatrix(KNN.Predct,   
 as.factor(valid.diff$Personal.Loan),positive = "1")$overall[1]  
}  
  
which(accuracy.diff[,2] == max(accuracy.diff[,2]))

## [1] 3

plot(accuracy.diff$k,accuracy.diff$overallaccuracy)

![](data:image/png;base64,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)

**Question 3**

**3. Show the confusion matrix for the validation data that results from using the best k**

KNN.Prediction2 <- class::knn(train = train.normal.diff,   
 test = valid.normal.diff,   
 cl = train.diff$Personal.Loan, k = 3)  
  
confusionMatrix(KNN.Prediction2,as.factor(valid.diff$Personal.Loan))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1815 67  
## 1 5 113  
##   
## Accuracy : 0.964   
## 95% CI : (0.9549, 0.9717)  
## No Information Rate : 0.91   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7398   
##   
## Mcnemar's Test P-Value : 6.531e-13   
##   
## Sensitivity : 0.9973   
## Specificity : 0.6278   
## Pos Pred Value : 0.9644   
## Neg Pred Value : 0.9576   
## Prevalence : 0.9100   
## Detection Rate : 0.9075   
## Detection Prevalence : 0.9410   
## Balanced Accuracy : 0.8125   
##   
## 'Positive' Class : 0   
##

**Question 4**

**Consider the following customer: Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, #Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD #Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k**

#Classifying the customer using the best K.  
  
New\_CustomerY = data.frame(  
 Age = 40,   
 Experience = 10,   
 Income = 84,   
 Family = 2,  
 CCAvg = 2,   
 Education.1 = 0,   
 Education.2 = 1,   
 Education.3 = 0,   
 Mortgage = 0,   
 Securities.Account = 0,   
 CD.Account = 0,   
 Online = 1,   
 CreditCard = 1  
)  
  
KNN.Prediction3 <- class::knn(train = train.normal.diff,   
 test = New\_CustomerY,   
 cl = train.diff$Personal.Loan, k = 3)  
  
KNN.Prediction3

## [1] 1  
## Levels: 0 1

#The customer has been classified as approved for personal loan

**Question5**

**Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply**

set.seed(5)  
#Let's take 50% of the entire modified data as Training data   
train.diff2 = sample(row.names(Bank.Mod), 0.5\*dim(Bank.Mod)[1])  
  
#Let's take 30% of the data from the remaining 50% as Validation Data   
valid.diff2 = sample(setdiff(row.names(Bank.Mod), train.diff2), 0.3\*dim(Bank.Mod)[1])  
  
#Let's take remaining 20% of the modified data as Test Data  
test.diff2 = setdiff(row.names(Bank.Mod), union(train.diff2,valid.diff2))  
  
train.normal.diff2 = Bank.Mod[train.diff2,]  
valid.normal.diff2 = Bank.Mod[valid.diff2,]  
test.normal.diff2 = Bank.Mod[test.diff2,]  
  
#transporting the data  
t(t(names(train.normal.diff2)))

## [,1]   
## [1,] "Age"   
## [2,] "Experience"   
## [3,] "Income"   
## [4,] "Family"   
## [5,] "CCAvg"   
## [6,] "Education.1"   
## [7,] "Education.2"   
## [8,] "Education.3"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

# Applying the k-NN method with the chosen value K.  
  
trainknn2 = knn(train = train.normal.diff2[,-8], test = train.normal.diff2[,-8], cl = train.normal.diff2[,8], k=3)  
  
validknn2 = knn(train = train.normal.diff2[,-8], test = valid.normal.diff2[,-8], cl = train.normal.diff2[,8], k=3)  
  
testknn2 = knn(train = train.normal.diff2[,-8], test = test.normal.diff2[,-8], cl = train.normal.diff2[,8], k=3)

**Comparing the confusion matrix of the training set, validation sets and test set**

Confusionmatrix\_trainknn2 = confusionMatrix(trainknn2, as.factor(train.normal.diff2$Personal.Loan),positive = "1")  
  
Confusionmatrix\_trainknn2

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1678 205  
## 1 563 54  
##   
## Accuracy : 0.6928   
## 95% CI : (0.6743, 0.7108)  
## No Information Rate : 0.8964   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : -0.0265   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.20849   
## Specificity : 0.74877   
## Pos Pred Value : 0.08752   
## Neg Pred Value : 0.89113   
## Prevalence : 0.10360   
## Detection Rate : 0.02160   
## Detection Prevalence : 0.24680   
## Balanced Accuracy : 0.47863   
##   
## 'Positive' Class : 1   
##

Confusionmatrix\_validknn2 = confusionMatrix(validknn2, as.factor(valid.normal.diff2$Personal.Loan),positive = "1")  
  
Confusionmatrix\_trainknn2

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1678 205  
## 1 563 54  
##   
## Accuracy : 0.6928   
## 95% CI : (0.6743, 0.7108)  
## No Information Rate : 0.8964   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : -0.0265   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.20849   
## Specificity : 0.74877   
## Pos Pred Value : 0.08752   
## Neg Pred Value : 0.89113   
## Prevalence : 0.10360   
## Detection Rate : 0.02160   
## Detection Prevalence : 0.24680   
## Balanced Accuracy : 0.47863   
##   
## 'Positive' Class : 1   
##

Confusionmatrix\_testknn2 = confusionMatrix(testknn2, as.factor(test.normal.diff2$Personal.Loan),positive = "1")  
  
Confusionmatrix\_trainknn2

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1678 205  
## 1 563 54  
##   
## Accuracy : 0.6928   
## 95% CI : (0.6743, 0.7108)  
## No Information Rate : 0.8964   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : -0.0265   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.20849   
## Specificity : 0.74877   
## Pos Pred Value : 0.08752   
## Neg Pred Value : 0.89113   
## Prevalence : 0.10360   
## Detection Rate : 0.02160   
## Detection Prevalence : 0.24680   
## Balanced Accuracy : 0.47863   
##   
## 'Positive' Class : 1   
##