Prediction of customer ratings from reviews using text classification with Transformer models

Abstract

Online user ratings are important to improve service of a company. They are also instrumental in helping other users to decide which product to buy for their desired price range and help them understand the performance of the product better through the opinion of other users. Normally, a customer writes a review to a product from different aspects and then makes an overall rating. The problem is some customers give rating in contrast with their comments. The other reviewers must read many comments and comprehensive the comments that are different from the rating. We propose the analysis and prediction rating from customer reviews, which is in text using Transformer based neural network architecture [1]. Transformer models are based on self-attention mechanism that we believe to be particularly well suited for language understanding and the problem in hand [2].

We have a novel dataset which is real and targeted to customers in Singapore. The dataset is scraped from [Seedly](https://seedly.sg/), a community platform where customers can post their reviews as per product. Since the data scraped from Seedly is in small size, we shall first train the model using the [Yelp](https://www.yelp.com/dataset/challenge) dataset [3], which is public. We shall compare the performance measures of our model with the already existing models for prediction.
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