**选择题记忆练习题库：<https://www.wjx.cn/jq/33765102.aspx>**

**选择题**

二分搜索算法是利用（ ）实现的算法。

选项A.分治策略

选项B.动态规划法

选项C.贪心法

回溯法解旅行售货员问题时的解空间树是（ ）。

选项A.子集树

选项B.排列树

选项C.深度优先生成树

选项D.广度优先生成树

下列算法中通常以自底向上的方式求解最优解的是（ ）。

选项A.备忘录法

选项B.动态规划法

选项C.贪心法

选项D.回溯法

下面不是分支界限法搜索方式的是（ ）。

选项A.广度优先

选项B.最小耗费优先

选项C.最大效益优先

选项D.深度优先

采用贪心算法的最优装载问题的主要计算量在于将集装箱依其重量从小到大排序，故算法的时间复杂度为（ ）。

选项A.O（n2n）

选项B.O（![](data:image/x-wmf;base64,183GmgAAAAAAAEAEAAIBCQAAAABQWAEACQAAA20BAAACAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgASoBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACjYEgCcjUh3QJFLd8EjZt8EAAAALQEAAAwAAAAyCgAAAAADAAAAbG9nTWYAwAAAAwUAAAAUAmABOgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AKNgSAJyNSHdAkUt3wSNm3wQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAG5uEgMAA5QAAAAmBg8AHQFBcHBzTUZDQwEA9gAAAPYAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINuAAICgmwAAgCCbwACAIJnAAIAg24AAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A38EjZt8AAAoAOACKAQAAAAAAAAAAWOISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)）

选项C.O（2n）

选项D.O（![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuACjYEgCcjUh3QJFLdwQjZmkEAAAALQEAAAkAAAAyCgAAAAABAAAAbnkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINuAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAEI2ZpAAAKADgAigEAAAAA/////1jiEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)）

分支限界法求解最大团问题时，活结点表的组织形式是（ ）。

选项A.最小堆

选项B.最大堆

选项C.栈

选项D.数组

下面问题（ ）不能使用贪心法解决。

选项A.单源最短路径问题

选项B.N皇后问题

选项C.最小花费生成树问题

选项D.背包问题

下列算法中不能解决0/1 背包问题的是（ ）。

选项A.贪心法

选项B.动态规划

选项C.回溯法

选项D.分支限界法

背包问题的贪心算法所需的计算时间为（ ）。

选项A.O（n2n）

选项B.O（nlogn）

选项C.O（2n）

选项D.O（n）

下列不是动态规划算法基本步骤的是（ ）。

选项A.找出最优解的性质

选项B.构造最优解

选项C.算出最优解

选项D.定义最优解

对于动态规划，下面说法错误的是（ ）。

选项B.动态规划是求解决策过程（decision process）最优化的数学方法

选项C.虽然动态规划主要用于求解以时间划分阶段的动态过程的优化问题，但是一些与时间无关的静态规划(如线性规划、非线性规划)，只要人为地引进时间因素，把它视为多阶段决策过程，也可以用动态规划方法方便地求解。

选项D. 动态规划类似搜索或数值计算那样，具有一个标准的数学表达式和明确清晰的解题方法。

衡量一个算法好坏的标准是（ ）。

选项A. 运行速度快

选项B. 占用空间少

选项C. 时间复杂度低

选项D. 代码短

以下不可以使用分治法求解的是（ ）。

选项A.棋盘覆盖问题

选项B.选择问题

选项C.归并排序

选项D.0/1背包问题

实现循环赛日程表利用的算法是（ ）。

选项A.分治策略

选项B.动态规划法

选项C.贪心法

选项D.回溯法

下列随机算法中运行时有时候成功有时候失败的是（ ）。

选项A.数值概率算法

选项B.舍伍德算法

选项C.拉斯维加斯算法

选项D.蒙特卡罗算法

对于分支限界法，下面不属于分支限界法搜索方式的是（ ）。

选项A. 广度优先

选项B. 最小耗费优先

选项C. 最大效益优先

选项D. 层次优先

下列算法中通常以深度优先方式系统搜索问题解的是（ ）。

选项A. 备忘录法

选项B. 动态规划法

选项C. 贪心法

选项D. 回溯法

备忘录方法是那种算法的变形（ ）。

选项A.分治法

选项B.动态规划法

选项C.贪心法

选项D.回溯法

哈夫曼编码的贪心算法所需的计算时间为（ ）。

选项A. O(n2n)

选项B. O(nlogn)

选项C. O(2n)

选项D. O(n)

最长公共子序列算法利用的算法是（ ）。

选项A.分支界限法

选项B.动态规划法

选项C.贪心法

选项D.回溯法

实现棋盘覆盖算法利用的算法是（ ）。

选项A.分治法

选项B.动态规划法

选项C.贪心法

选项D.回溯法

下面是贪心算法的基本要素的是（ ）。

选项A.重叠子问题

选项B.构造最优解

选项C.贪心选择性质

选项D.定义最优解

回溯法的效率不依赖于下列哪些因素（ ）。

选项A.满足显约束的值的个数

选项C.计算限界函数的时间

选项B.计算约束函数的时间

选项D.确定解空间的时间

下面哪种函数是回溯法中为避免无效搜索采取的策略（ ）。

选项A.递归函数

选项B.剪枝函数

选项C.随机数函数

选项D.搜索函数

下面关于NP问题说法正确的是（ ）。

选项A. NP问题都是不可能解决的问题

选项B. P类问题包含在NP类问题中

选项C. NP完全问题是P类问题的子集

选项D. NP类问题包含在P类问题中

蒙特卡罗算法是（ ）的一种。

选项A.分支界限算法

选项B.概率算法

选项C.贪心算法

选项D.回溯算法

（ ）是贪心算法与动态规划算法的共同点。

选项A.重叠子问题

选项B.构造最优解

选项C.贪心选择性质

选项D.最优子结构性质

矩阵连乘问题的算法可由（ ）设计实现。

选项A.分支界限算法

选项B.动态规划算法

选项C.贪心算法

选项D.回溯算法

Strassen矩阵乘法是利用（ ）实现的算法。

选项A.分治策略

选项B.动态规划法

选项C.贪心法

选项D.回溯法

使用分治法求解不需要满足的条件是（ ）。

选项A.子问题必须是一样的

选项B.子问题不能够重复

选项C.子问题的解可以合并

选项D.原问题和子问题使用相同的方法求解

回溯法搜索状态空间树是按（ ）的顺序。

选项A.中序遍历

选项B.广度优先遍历

选项C.深度优先遍历

选项D.层次优先遍历

实现合并排序利用的算法是（ ）。

选项A.分治策略

选项B.动态规划法

选项C.贪心法

选项D.回溯法

下列是动态规划算法基本要素的是（ ）。

选项A.定义最优解

选项B.构造最优解

选项C.算出最优解

选项D.子空间重叠性质

采用广度优先策略搜索的算法是（ ）。

选项A.分支限界法

选项B.动态规划法

选项C.贪心法

选项D.回溯法

在下列算法中得到的解未必正确的是（ ）。

选项A．蒙特卡罗算法

选项B．拉斯维加斯算法

选项C．舍伍德算法

选项D．数值概率算法

答案：A

实现大整数的乘法是利用的算法（ ）。

选项A.贪心法

选项B.动态规划法

选项C.分治策略

选项D.回溯法

实现最大子段和利用的算法是（ ）。

选项A.分治策略

选项B.动态规划法

选项C.贪心法

选项D.回溯法

优先队列式分支限界法选取扩展结点的原则是（ ）。

选项A.先进先出

选项B.后进先出

选项C.结点的优先级

选项D.随机

广度优先是（ ）的一种搜索方式。

选项A.分支限界算法

选项B.动态规划法

选项C.贪心算法

选项D.回溯算法

舍伍德算法是（ ）的一种。

选项A.分支界限算法

选项B.概率算法

选项C.贪心算法

选项D.回溯算法

对于含有n个顶点的带权连通图，它的最小生成树是指图中任意一个（ ）。

选项A.由n-1条权值最小的边构成的子图

选项B.由n-1条权值之和最小的边构成的子图

选项C.由n-1条权值之和最小的边构成的连通子图

选项D.由n个顶点构成的边的权值之和的最小连通子图

若无向图G的顶点度数最小值大于等于（ ）时，G至少有一条回路。

选项A.1

选项B.2

选项C.3

选项D.4

对于一个具有n个顶点和e条边的无向图，若采用邻接表表示，则表头数组的大小为（ ）。

选项A. n

选项B. n+1

选项C. n+2

选项D. 2n

对于一个具有n个顶点和e条边的无向图，若采用邻接表表示，则边节点总数是（ ）。

选项A. e

选项B. 2e

选项C. 3e

选项D. 4e

对n个顶点的连通图来说，它的生成树一定有（ ）条边。

选项A. n-1

选项B. n

选项C. n+1

选项D. n+2

已知一个有向图的邻接矩阵表示，删除所有从第i个顶点出发的边的方法是（ ）。

选项A.将邻接矩阵的第i行全部置为0

选项B.将邻接矩阵的第i列全部置为0

选项C.将邻接矩阵的第i-1行全部置为0

选项D.将邻接矩阵的第i-1列全部置为0

设n个元素进栈序列是p1，p2，p3，…，pn，其输出序列是1，2，3，…，n，若p3=3，则p1的值（ ）。

选项A.可能是２

选项B.一定是２

选项C.不可能是１

选项D.一定是１

一棵完全二叉树上有1001个节点，其中叶子节点的个数是（ ）个。

选项A.499

选项B.500

选项C.501

选项D.502

对于链串（长度为n，每个节点存储一个字符），查找元素值为ch的算法的时间复杂度为（ ）。

选项A.O(1)

选项B.O(n)

选项C.O(n2)

选项D.以上都不对

以下各种存储结构中，最适合用做链队的链表是（ ）。

选项A.带队首指针和队尾指针的循环单链表

选项B.带队首指针和队尾指针的非循环单链表

选项C.只带队首指针的非循环单链表

选项D.只带队尾指针的循环单链表

裴波那契数列的定义：f(n)=f(n-1)+f(n-2),f(0)=1,f(1)=2，其数据的定义形式是按（ ）定义的。

选项A.递推

选项B.迭代

选项C.非递归

选项D.递归

答案：D

反复应用（ ）手段，可以使子问题与原问题类型一致而其规模却不断缩小。

选项A.分治

选项B.迭代

选项C.递推

选项D.贪心选择

最优子结构性质特征反映了（ ）思想的应用。

选项A.递推

选项B.迭代

选项C.非递归

选项D.递归

概率算法中蒙特卡罗算法得到的解（ ）。

选项A.一定是正确的

选项B.一定是最优的

选项C.不一定是正确的

选项D.一定是次优的

（ ）本身并不使用递归的定义。

选项A.递归函数

选项B.递归表达式

选项C.递归边界

选项D.递归思想

答案：C

对于一个具有n个顶点的无向图，若采用邻接矩阵表示，则该矩阵的大小是（ ）。

选项A. n

选项B. (n-1)2

选项C. n-1

选项D. n2

答案：D

若含有n个顶点的无向图恰好形成一个环，则它有（ ）棵生成树。

选项A. n

选项B. n-1

选项C. n-2

选项D. n-3

答案：A

多阶段决策问题中，每一个阶段可能有（ ）个决策可供选择。

选项A.1

选项B.2

选项C.3

选项D.若干

可以进行拓扑排序的有向图一定是（ ）。

选项A.无环图

选项B.有环图

选项C.完全图

选项D.带权图

若无向图中有m条边，则表示该无向图的邻接表中有（ ）个边节点。

选项A. m

选项B. 2m

选项C. m+1

选项D. m-1

**判断题**

算法就是一组有穷的规则。

正确

概率算法中蒙特卡罗算法得到的解必是正确的。

错误

合并排序算法是渐近最优算法。

正确

递归定义必须是有确切含义是指必须一步比一步简单，最后是有终结的，决不能无限循环下去。

正确

二分搜索方法在最坏的情况下用O(log n)时间完成搜索任务。

正确

能否利用分治法完全取决于问题是否具有如下特征：利用该问题分解出的子问题的解可以合并为该问题的解。

正确

分治法的基本思想是将一个规模较大的问题分解成若干个规模较小的子问题，这些子问题之间并不一定相互独立。

错误

递归算法的效率往往很低，费时和费内存空间。

正确

当一个问题具有最优子结构性质时只能用动态规划方法求解。

错误

如果一类活动过程一个阶段的决策确定以后，常影响到下一个阶段的决策，则称它为多阶段决策问题。

正确

反复应用分治手段，不能使子问题与原问题类型一致而其规模却不断缩小。

错误

裴波那契数列的定义：f(n)=f(n-1)+f(n-2),f(0)=1,f(1)=2，其数据的定义形式不是按递归定义。

错误

0/1背包问题与背包问题这两类问题都可以用贪心算法求解。

错误

证明贪心选择后的问题简化为规模更小的类似子问题的关键在于利用该问题的最优子结构性质。

错误

子问题之间不包含公共的子问题，这个条件涉及到分治法的效率。

正确

概率算法允许在执行过程中随机地选择下一个计算步骤。

正确

二分搜索法的二分查找只适用于顺序存储结构。

正确

要想在电脑上扩大所处理问题的规模，有效的途径是降低算法的计算复杂度。

正确

用回溯法解题一个显著特征是在搜索过程中动态产生问题的解空间。

错误

从分治法的一般设计模式可以看出，用它设计出的程序一般是一个递归过程。因此，分治法的计算效率通常可以用递归方程来进行分析。

正确

多阶段决策问题中，每一个阶段可能有若干个决策可供选择

正确

拉斯维加斯算法不会得到不正确的解，但有时找不到解。

正确

在通往边界条件的递归调用过程中，系统用堆栈保存的每次调用的中间结果是局部变量和返回地址值。

正确

要想在电脑上扩大所处理问题的规模，有效的途径是提高算法的计算复杂度。

错误

程序必须满足算法具有数据输出的性质。

正确

反复应用分治手段，可以使子问题与原问题类型一致而其规模却不断缩小

正确

一个算法产生一个或多个输出，它们是同输入有某种特定关系的量

正确

最优子结构性质特征反映了递归思想的应用

正确

递归边界本身并不使用递归的定义

正确

Warshall算法是基于动态规划的思想。

正确

对于具有n个顶点的有向图，其传递闭包矩阵和邻接矩阵是完全相同的。

错误

对于计算完全最短路径的Floyd算法，其是基于动态规划的思想。

正确

对于找零问题的所有实例，都能用贪心算法找到最优解。

错误

Prim算法是用来解决最小生成树问题的。

正确

Kruskal算法是用来解决最小生成树问题的。

正确

Dijkstra算法是基于贪婪法的思想。

正确

Prim算法和Kruskal算法的流程是完全相同的。

错误

n皇后问题可以使用回溯法求解。

正确

哈密尔顿回路问题可以通过回溯法求解。

正确

子集和问题可以通过回溯法求解。

正确

分配问题可以通过分支限界法求解。

正确

离散背包问题可以通过分支限界法求解。

正确

旅行商问题可以通过分支限界法求解。

正确

对于旅行商问题，有一种基于最近邻居的近似算法。

正确

对于旅行商问题，基于最近邻居的近似算法精确率较高。

正确

对于旅行商问题，有一种绕树两周的近似算法。

正确

Christofides算法是一种解决旅行商问题的近似算法。

正确

选算法是一种解决旅行商问题的近似算法。

错误

对于离散背包问题的所有实例，使用贪婪算法总能产生一个最优解。

错误

对于连续背包问题，使用贪婪算法总是能够产生最优解。

错误

对于所有的非线性方程f(x)=0，都能够求出它的精确解。

错误

折半查找解决的是离散问题，平分法求根解决的是连续问题。

正确

折半查找速度快，平分法求根速度不快。

错误

平分法求根要用到函数f(x)的导数。

错误

牛顿法求根要用到函数f(x)的导数。

正确

牛顿法求根不需要使用函数f(x)的导数。

错误

平分法求根的速度比牛顿法快。

错误

平分法求根的速度比牛顿法慢。

正确

试位法是对非线性方程求根的一种近似算法。

正确