# 算法分析与设计基础选择题记忆练习

取题自算法复习选择题库，模拟选择，方便记忆！

**1.**

**二分搜索算法是利用（）实现的算法。\***

* A. 分治策略
* B. 动态规划法
* C. 贪心法
* D. 回溯法

**2.**

**回溯法解旅行售货员问题时的解空间树是（）。\***

* A. 子集树
* B. 排列树
* C. 深度优先生成树
* D. 广度优先生成树

**3.**

**下列算法中通常以自底向上的方式求解最优解的是（）。\***

* A. 备忘录法
* B. 动态规划法
* C. 贪心法
* D. 回溯法

**4.**

**下面不是分支界限法搜索方式的是（）。\***

* A. 广度优先
* B. 最小耗费优先
* C. 最大效益优先
* D. 深度优先

**5.**

**采用贪心算法的最优装载问题的主要计算量在于将集装箱依其重量从小到大排序，故算法的时间复杂度（）。\***

* A. O（n2n）
* B. O（nlogn）
* C. O（2n）
* D. O（n）

**6.**

**分支限界法求解最大团问题时，活结点表的组织形式是（）。\***

* A. 最小堆
* B. 最大堆
* C. 栈
* D. 数组

**7.**

**下面问题（）不能使用贪心法解决。\***

* A. 单源最短路径问题
* B. N皇后问题
* C. 最小花费生成树问题
* D. 背包问题

**8.**

**下列算法中不能解决0/1 背包问题的是（）。\***

* A. 贪心法
* B. 动态规划
* C. 回溯法
* D. 分支限界法

**9.**

**背包问题的贪心算法所需的计算时间为（）。\***

* A、O（n2n）
* B、O（nlogn）
* C、O（2n）
* D、O（n）

**10.**

**二分搜索算法是利用（）实现的算法。\***

* A. 分治策略
* B、动态规划法
* C、贪心法
* D、回溯法

**11.**

**下列不是动态规划算法基本步骤的是（）。\***

* A、找出最优解的性质
* B、构造最优解
* C、算出最优解
* D、定义最优解

**12.**

**最大效益优先是（）的一种搜索方式。\***

* A、分支界限法
* B、动态规划法
* C、贪心法
* D、回溯法

**13.**

**在下列算法中有时找不到问题解的是（）。\***

* A、蒙特卡罗算法
* B、拉斯维加斯算法
* C、舍伍德算法
* D、数值概率算法

**14.**

**下列算法中通常以自底向上的方式求解最优解的是（）。\***

* A、备忘录法
* B、动态规划法
* C、贪心法
* D、回溯法

**15.**

**衡量一个算法好坏的标准是（）。\***

* A 运行速度快
* B 占用空间少
* C 时间复杂度低
* D 代码短

**16.**

**以下不可以使用分治法求解的是（） 。\***

* A、 棋盘覆盖问题
* B、 选择问题
* C、 归并排序
* D、 0/1背包问题

**17.**

**实现循环赛日程表利用的算法是（）\***

* A、分治策略
* B、动态规划法
* C、贪心法
* D、回溯法

**18.**

**下列随机算法中运行时有时候成功有时候失败的是（）\***

* A 数值概率算法
* B 舍伍德算法
* C 拉斯维加斯算法
* D 蒙特卡罗算法

**19.**

**下面不是分支界限法搜索方式的是（）。\***

* A、广度优先
* B、最小耗费优先
* C、最大效益优先
* D、深度优先

**20.**

**下列算法中通常以深度优先方式系统搜索问题解的是（）。\***

* A、备忘录法
* B、动态规划法
* C、贪心法
* D、回溯法

**21.**

**备忘录方法是那种算法的变形。（）。\***

* A、分治法
* B、动态规划法
* C、贪心法
* D、回溯法

**22.**

**哈夫曼编码的贪心算法所需的计算时间为（  ）\***

* A、 O(n2n)
* B、O（nlogn）
* C、O(2n)
* D、O（n）

**23.**

**最长公共子序列算法利用的算法是（）\***

* A、分支界限法
* B、动态规划法
* C、贪心法
* D、回溯法

**24.**

**实现棋盘覆盖算法利用的算法是（）。\***

* A、分治法
* B、动态规划法
* C、贪心法
* D、回溯法

**25.**

**下面是贪心算法的基本要素的是（）。\***

* A、重叠子问题
* B、构造最优解
* C、贪心选择性质
* D、定义最优解

**26.**

**回溯法的效率不依赖于下列哪些因素（）。\***

* A. 满足显约束的值的个数
* C. 计算限界函数的时间
* B. 计算约束函数的时间
* D. 确定解空间的时间

**27.**

**下面哪种函数是回溯法中为避免无效搜索采取的策略（）。\***

* A．递归函数
* B. 剪枝函数
* C．随机数函数
* D．搜索函数

**28.**

**下面关于 NP 问题说法正确的是（）。\***

* A．NP 问题都是不可能解决的问题
* B．P类问题包含在NP类问题中
* C．NP 完全问题是P类问题的子集
* D．NP类问题包含在P类问题中

**29.**

**蒙特卡罗算法是（）的一种。\***

* A. 分支界限算法
* B. 概率算法
* C. 贪心算法
* D. 回溯算法

**30.**

**下列哪一种算法不是随机化算法（）。\***

* A. 蒙特卡罗算法
* B. 拉斯维加斯算法
* C. 动态规划算法
* D.舍伍德算法

**31.**

**（）是贪心算法与动态规划算法的共同点。\***

* A、重叠子问题
* B、构造最优解
* C、贪心选择性质
* D、最优子结构性质

**32.**

**矩阵连乘问题的算法可由（）设计实现。\***

* A、分支界限算法
* B、动态规划算法
* C、贪心算法
* D、回溯算法

**33.**

**Strassen 矩阵乘法是利用（）实现的算法。\***

* A、分治策略
* B、动态规划法
* C、贪心法
* D、回溯法

**34.**

**使用分治法求解不需要满足的条件是（）。\***

* A 子问题必须是一样的
* B 子问题不能够重复
* C 子问题的解可以合并
* D 原问题和子问题使用相同的方法求解

**35.**

**回溯法搜索状态空间树是按照（）的顺序。\***

* A 中序遍历
* B 广度优先遍历
* C 深度优先遍历
* D 层次优先遍历

**36.**

**实现合并排序利用的算法是（）\***

* A、分治策略
* B、动态规划法
* C、贪心法
* D、回溯法

**37.**

**下列是动态规划算法基本要素的是（）\***

* A、定义最优解
* B、构造最优解
* C、算出最优解
* D、子空间重叠性质

**38.**

**采用广度优先策略搜索的算法是（）\***

* A、分支界限法
* B、动态规划法
* C、贪心法
* D、回溯法

**39.**

**在下列算法中得到的解未必正确的是（）\***

* A、蒙特卡罗算法
* B、拉斯维加斯算法
* C、舍伍德算法
* D、数值概率算法

**40.**

**实现大整数的乘法是利用的算法（）\***

* A、贪心法
* B、动态规划法
* C、分治策略
* D、回溯法

**41.**

**0-1 背包问题的回溯算法所需的计算时间为（）\***

* A、O（n）
* B、O（nlogn）
* C、O（）
* D、O（n）

**42.**

**动态规划算法与贪心法的主要区别是（）\***

* A、最优子结构
* B、贪心选择性质
* C、构造最优解
* D、定义最优解

**43.**

**实现最大子段和利用的算法是（）。\***

* A、分治策略
* B、动态规划法
* C、贪心法
* D、回溯法

**44.**

**优先队列式分支限界法选取扩展结点的原则是（）\***

* A、先进先出
* B、后进先出
* C、结点的优先级
* D、随机

**45.**

**广度优先是（）的一种搜索方式。\***

* A、分支界限算法
* B、动态规划法
* C、贪心算法
* D、回溯算法

**46.**

**舍伍德算法是（）的一种\***

* A、分支界限算法
* B、概率算法
* C、贪心算法
* D、回溯算法

**47.**

**在下列算法中有时找不到问题解的是（）\***

* A、蒙特卡罗算法
* B、拉斯维加斯算法
* C、舍伍德算法
* D、数值概率算法

**48.**

**下列哪一种算法是随机化算法（）。\***

* A. 贪心算法
* B. 回溯法
* C. 动态规划算法
* D. 舍伍德算法

**49.**

**一个问题可用动态规划算法或贪心算法求解的关键特征是问题的（）。\***

* A、重叠子问题
* B、最优子结构性质
* C、贪心选择性质
* D、定义最优解

**50.**

**以深度优先方式系统搜索问题解的算法称为（）。\***

* A、分支界限算法
* B、概率算法
* C、贪心算法
* D、回溯算法

**51.**

**实现最长公共子序列利用的算法是（）。\***

* A、分治策略
* B、动态规划法
* C、贪心法
* D、回溯法

**52.**

**算法分析的两个主要方面是（）。\***

* A. 空间复杂度和时间复杂度
* B. 正确性和简单性
* C. 可读性和文档性
* D. 数据复杂度和程序复杂度

**53.**

**计算机算法指的是（）。\***

* A. 计算方法
* B. 排序方法
* C. 解决问题的方法和过程
* D. 调度方法

**54.**

**多阶段决策问题就是要在可以选择的那些策略中间选取一个（）策略使在预定的标准下达到最好的效果。\***

* A. 最优
* B. 最差
* C. 平衡
* D. 任意

**55.**

**根据排序元素所在位置的不同，排序分（）。\***

* A. 内排序和外排序
* B. 首排序和尾排序
* C. 顺序排序和逆序排序
* D. 堆排序和栈排序

**56.**

**与分治法不同的是，适合于用动态规划求解的问题（）。\***

* A. 经分解得到子问题往往不是互相独立的
* B. 经分解得到子问题往往是互相独立的
* C. 经分解得到子问题往往是互相交叉的
* D. 经分解得到子问题往往是任意的

**57.**

**活动安排问题就是在所给的活动集合中，选出（）的相容活子集。\***

* A. 最小
* B. 任意
* C. 最大
* D. 一个

**58.**

**在对问题的解空间树进行搜索的方法中一个活结点最多有一次机会成为活结点的是（）。\***

* A. 回溯法
* B. 分支限界法
* C. 回溯法和分支限界法
* D. 回溯法求解子集树问题

**59.**

**适用动态规划的问题必须满足（）。\***

* A. 最优化原理
* B. 无前效性
* C. 最优化原理和后效性
* D. 最优化原理和无后效性

**60.**

**算法的每种运算必须要有确切的定义不能有二义性，以下符合算法确定性运算的是（）。\***

* A. 5/0
* B.将6或7与x相加
* C.未赋值变量参与运算
* D.
* f(n)=f(n-1)+2，F(1)=10，n为自然数

**61.**

**二分查找只适用（）存储结构。\***

* A. 堆
* B. 顺序
* C. 任意顺序
* D. 栈

**62.**

**应用分治法的两个前提是（）。\***

* A. 问题的可分性和解的可归并性
* B. 问题的可分性和解的存在性
* C. 问题的复杂性和解的可归并性
* D. 问题的可分性和解的复杂性

**63.**

**优先队列的分支限界法将活结点表组织成一个优先队列，并按优先队列中规定的结点优先级选取优先级最高的下一个结点成为当前扩展结点。优先队列中规定的结点优先级常用一个与该结点相关的数值p来表示。结点优先级的高低与p值大小相关，根据问题的不同情况，采用（）来描述优先队列。\***

* A. 先进先出队列
* B. 后进先出的栈
* C. 最大堆或最小堆
* D. 随机序列

**64.**

**（）能够求得问题的解但却无法有效地判定解的正确性。\***

* A. 数值概率算法
* B. 蒙特卡罗算法
* C. 拉斯维加斯算法
* D. 舍伍得算法

**65.**

**一般地讲，当一个问题的所有子问题都至少要解一次时，用动态规划算法和备忘录算法相比：（）。\***

* A. 效果一样
* B. 动态规划效果好
* C. 备忘录方法效果好
* D. 无法判断哪个效果好

**66.**

**分支限界法与回溯法都是在问题的解空间树T上搜索问题的解，二者（）。\***

* A. 求解目标不同搜索方式相同
* B. 求解目标不同搜索方式也不同
* C. 求解目标相同搜索方式不同
* D. 求解目标相同搜索方式也相同

**67.**

**递归算法不能适用以下场合（）。\***

* A. 数据的定义形式按递归定义
* B. 数据之间的关系即数据结构按递归定义
* C. 问题解法按递归算法实现
* D. 概率问题

**68.**

**若当子问题之间包含公共的子子问题时，则分治法要做许多不必要的工作，重复地解公共的子问题，此时一般用（）法较好。\***

* A. 动态规划
* B. 分治
* C. 贪心
* D. 概率

**69.**

**分治法所能解决的问题应具有的最关键特征是（）。\***

* A. 该问题的规模缩小到一定的程度就可以容易地解决
* B. 该问题可以分解为若干个规模较小的相同问题
* C. 利用该问题分解出的子问题的解可以合并为该问题的解
* D. 该问题所分解出的各个子问题是相互独立的

**70.**

**对于货箱装船问题根据贪心策略首先选择（）的货箱然后选 （ A ）的货箱如此下去直到所有货箱均装上船或船上不能再容纳其他任何一个货箱。\***

* A. 最轻 次轻
* B. 最重 次重
* C. 最轻 次重
* D. 最重 次轻

**71.**

**用回溯法解n后问题时，用完全n叉树表示解空间。可行性约束place剪去不满足行、列和斜线约束的子树，place中的if判断条件应为（）。\***

* A. (Math.abs(k-j)==Math.abs(x[j]-x[k]))||x[j]==x[k])
* B. (Math.abs(k-j)==Math.abs(x[j]-x[k]))
* C. (x[j]-x[k])
* D. 以上都不正确

**72.**

**分支限界法的搜索策略是：在扩展结点处，先生成其（）儿子结点（分支），然后再从当前的活结点表中选择下一个扩展对点。为了有效地选择下一扩展结点，以加速搜索的进程，在每一活结点处，计算一个函数值（限界），并根据这些已计算出的函数值，从当前活结点表中选择一个最有利的结点作为扩展结点，使搜索朝着解空间树上有最优解的分支推进，以便尽快地找出一个最优解。\***

* A. 一个
* B. 二个
* C. 任意多个
* D. 所有的

**73.**

**能够用动态规划解决的问题还有一个显著特征（）这个性质并不是动态规划适用的必要条件，但是如果该性质无法满足，动态规划算法同其他算法相比就不具备优势。\***

* A. 子问题的可求解性
* B. 子问题的独立性
* C. 子问题的可合并性
* D. 子问题的重叠性

**74.**

**在任何一个![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAAUCAYAAAAZb7T/AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAAEQSURBVEhL7ZTrCsMgDIUFg4SI7/+4LtFKvUxrW7s/6wey4bKcaE5ULy+LcNZ61MprY/229QjLdRyiR3KPFi0s1SEATwicTD9a/LSOs+RBKQkIC7AMDm0zxMmon2SSkda0TvQRn87GP1uj22SEXvPeXa8daU3r1B5Kw6BgP601wDG8D+jtJtjDDVp7pHVGp4GgLDr4jJPU+znhNyVx0n7+3G6tF5/Ic87ofCWdvvb1DLFwze2F6NsD4TtaBcFX+nx79lZLwVx4ZbFvXNVqILj2pIVblgKCLZJNxkN1VatApvluq0aDmLNCK4jltyKtw7tJOyzRircjQ5SvOMn8fSlLtNID36wzT84kv9R6+TOU+gCAJrRpg636vgAAAABJRU5ErkJggg==)的棋盘覆盖中，用到的L型骨牌个数恰为（）。\***

|  |
| --- |
|  |

* A.

|  |
| --- |
|  |

* B.

|  |
| --- |
|  |

* C.

|  |
| --- |
|  |

* D.

**75.**

**以Bitonic旅行路线问题为例，动态规划的时间复杂度为（）。\***

* A. O(n)
* B. O(n!)
* C. O(n2)
* D. O(n3)

**76.**

**解决一个问题通常有多种方法。若说一个算法“有效”是指（ D ）。\***

* A. 这个算法能在一定的时间和空间资源限制内将问题解决
* B．这个算法能在人的反应时间内将问题解决
* C．这个算法比其他已知算法都更快地将问题解决
* A和C

**77.**

**渐进算法分析是指（） 。\***

* A. 算法在最佳情况、最差情况和平均情况下的代价
* B. 当规模逐步往极限方向增大时对算法资源开销“增长率”上的简化分析
* C. 数据结构所占用的空间
* D. 在最小输入规模下算法的资源代价

**78.**

**当上下限表达式相等时我们使用下列哪种表示法来描述算法代价?（）\***

* A．大O表示法
* B．大Ω表示法
* C．Θ表示法

**79.**

**采用“顺序搜索法”从一个长度为N的随机分布数组中搜寻值为K的元素，以下对顺序搜  
索法分析正确的是（）。\***

* A．最佳情况、最差情况和平均情况下顺序搜索法的渐进代价都相同
* B．最佳情况的渐进代价要好于最差情况和平均情况的渐进代价
* C．最佳情况和平均情况的渐进代价要好于最差情况的渐进代价
* D．最佳情况的渐进代价要好于平均情况的渐进代价而平均情况的渐进代价要好于最差情况的渐进代价

**80.**

**递归通常用（）来实现。\***

* A. 有序的线性表
* B. 队列
* C. 栈
* D. 数组

**81.**

**分治法的设计思想是将一个难以直接解决的大问题分割成规模较小的子问题分别解决子问题最后将子问题的解组合起来形成原问题的解。这要求原问题和子问题（）。\***

* A问题规模相同，问题性质相同
* B问题规模相同，问题性质不同
* C问题规模不同，问题性质相同
* D问题规模不同，问题性质不同

**82.**

**在寻找n个元素中第k小元素问题中如快速排序算法思想运用分治算法对n个元素进行划分如何选择划分基准下面（）答案解释最合理。\***

* A．随机选择一个元素作为划分基准
* B．取子序列的第一个元素作为划分基准
* C．用中位数的中位数方法寻找划分基准
* D．以上皆可行。但不同方法算法复杂度上界可能不同

**83.**

**对于01背包问题和背包问题的解法下面（）答案解释正确。\***

* A．01背包问题和背包问题都可用贪心算法求解
* B．01背包问题可用贪心算法求解但背包问题则不能用贪心算法求解
* C．01背包问题不能用贪心算法求解但可以使用动态规划或搜索算法求解而背包问题则可以用贪心算法求解
* D．因为01背包问题不具有最优子结构性质所以不能用贪心算法求解

**84.**

**关于回溯搜索法的介绍下面（）是不正确描述。\***

* A．回溯法有“通用解题法”之称它可以系统地搜索一个问题的所有解或任意解
* B．回溯法是一种既带系统性又带有跳跃性的搜索算法
* C．回溯算法在生成解空间的任一结点时先判断该结点是否可能包含问题的解如果肯定不包含则跳过对该结点为根的子树的搜索逐层向祖先结点回溯
* D．回溯算法需要借助队列这种结构来保存从根结点到当前扩展结点的路径

**85.**

**关于回溯算法和分支限界法以下（）是不正确描述。\***

* A回溯法中每个活结点只有一次机会成为扩展结点
* B分支限界法中活结点一旦成为扩展结点就一次性产生其所有儿子结点在这些儿子结点中那些导致不可行解或导致非最优解的儿子结点被舍弃其余儿子加入活结点表中
* C回溯法采用深度优先的结点生成策略
* D分支限界法采用广度优先或最小耗费优先最大效益优先的结点生成策略

**86.**

**优先队列通常用以下（）数据结构来实现。\***

* A．栈
* B．堆
* C．队列
* D．二叉查找树

**87.**

**在分支限界算法中根据从活结点表中选择下一扩展结点的不同方式可有几种常用分类，以下（）描述最为准确。\***

* A采用FIFO队列的队列式分支限界法
* B采用最小值堆的优先队列式分支限界法
* C采用最大值堆的优先队列式分支限界法
* D以上都常用针对具体问题可以选择采用其中某种更为合适的方式

**88.**

**对布线问题以下（）是不正确描述。\***

* A布线问题的解空间是一个图
* B可以对方格阵列四周设置围墙，即增设标记的附加方格的预处理，使得算法简化对边界的判定
* C采用广度优先的标号法找到从起点到终点的布线方案这个方案如果存在的话不一定是最短的
* D采用先入先出的队列作为活结点表以，终点b为扩展结点或活结点队列为空作为算法结束条件

**89.**

**回溯法在解空间树T上的搜索方式是（ A ）\***

* 深度优先
* 广度优先
* 最小耗费优先
* 活结点优先

**90.**

**当一个确定性算法在最坏情况下的计算复杂性与其在平均情况下的计算复杂性有较大差别时，可以使用（）来消除或减少问题的好坏实例间的这种差别。\***

* A. 数值概率算法
* B. 舍伍德算法
* C. 拉斯维加斯算法
* D. 蒙特卡罗算法

**91.**

**关于0-1背包问题，以下描述正确的是（）。\***

* A. 可以使用贪心算法找到最优解
* B. 能找到多项式时间的有效算法
* C. 使用教材介绍的动态规划方法可求解任意0-1背包问题
* D. 对于同一背包与相同的物品，做背包问题取得的总价值一定大于等于做0-1背包问题。

**92.**

**设 有n项 独立的作业{1,2,…, n},由m台相同的机器加工处理。作业i所需要的处理时间为ti。约定：任何一项作业可在任何一台机器上处理，但未完工前不准中断处理；任何作业不能拆分更小的子作业。多机调度问题要求给出一种调度方案，使所给的 n个作业在尽可能短的时间内由m台机器处理完 （n>m）。对于多级调度问题，使用哪种贪心策略比较合适（）。\***

* A. 作业从小到大依次分配给空闲的机器
* B. 作业从大到小依次分配给空闲的机器
* C. 每个机器分配一样的作业数
* D. 使用以上几种贪心策略都能找到最优解，所以都合适

**93.**

**解决0/1背包问题可以使用动态规划，回溯法，分支限界法。其中不需要排序的是（）。\***

* A. 动态规划
* B. 回溯法
* C. 分支限界法
* D. 以上3种方法都需要排序

**94.**

**解决0/1背包问题时需要排序的方法是回溯法和（）。\***

* A. 动态规划
* B. 分支限界法
* C. 贪心法
* D. 线性规划

**95.**

**下列算法中通常以自顶向下的方式求解最优解的是（）。\***

* A. 分治法
* B. 动态规划法
* C. 贪心法
* D. 回溯法

**96.**

**哈夫曼编码可利用（）算法实现。\***

* A、分治策略
* B、动态规划法
* C、贪心法
* D、回溯法

**97.**

**在对问题的解空间树进行搜索的方法中一个活结点有多次机会成为活结点的是（）。\***

* A. 回溯法
* B. 分支限界法
* C. 回溯法和分支限界法
* D. 动态规划

**98.**

**FIFO是（）的一种搜索方式。\***

* A、分支限界法
* B、动态规划法
* C、贪心法
* D、回溯法

**99.**

**投点法是（）的一种。\***

* A、分支界限算法
* B、概率算法
* C、贪心算法
* D、回溯算法

**100.**

**若线性规划问题存在最优解它一定不在（）。\***

* A.可行域的某个顶点上
* B.可行域的某条边上
* C.可行域内部
* D.以上都不对

**101.**

**在一般输入数据的程序里输入多多少少会影响到算法的计算复杂度，为了消除这种影响可用（）对输入进行预处理。\***

* A、蒙特卡罗算法
* B、拉斯维加斯算法
* C、舍伍德算法
* D、数值概率算法

**102.**

**不断回头寻找目标的方法称为（）。\***

* A. 动态规划
* B. 贪心法
* C. 回溯法
* D. 概率算法

**103.**

**拉斯维加斯算法找到的解一定是（）。\***

* A. 不确定的
* B. 正确的
* C. 不正确的
* D. 局部最优的

**104.**

**一个无向连通图不是双向连通图的充要条件是图中存在（）。\***

* A. 回路
* B. 关节点
* C. 最大团
* D. 最小团

**105.**

**用贪心法求解背包问题时，为了使收益最大化要选择（）的物品装入背包。\***

* A. 单位重量收益最大
* B. 收益最大
* C. 重量最大
* D. 重量最小

**106.**

**下列哪个问题不能用贪心法求解？（）\***

* A.哈夫曼编码问题
* B.单源最短路径问题
* C. 0-1背包问题
* D.最小生成树问题

**107.**

**下列随机算法一定有解但解不一定正确的是（）。\***

* A. Sherwood
* B. LasVegas
* C. MonteCarlo
* D.三者都不是

**108.**

**应用Johnson法则的流水作业调度采用的算法是（）。\***

* A. 贪心算法
* B. 分支限界法
* C. 分治法
* D. 动态规划算法

**109.**

**分支限界法在问题的解空间树中，按（）策略，从根结点出发搜索解空间树。\***

* A. 广度优先
* B. 深度优先
* C. 活结点优先
* D. 扩展结点优先

**110.**

**回溯法的效率不依赖于下面的哪一个因素？（）\***

* A. 产生x[k]的时间
* B. 满足显约束的x[k]值的个数
* C. 问题的解空间的形式
* D. 计算上界函数bound的时间

**111.**

**常见的两种分支限界法为（）\***

* A. 广度优先分支限界法与深度优先分支限界法
* B. 队列式（FIFO）分支限界法与堆栈式分支限界法
* C. 排列树法与子集树法
* D. 队列式（FIFO）分支限界法与优先队列式分支限界法

**112.**

**用回溯法解0/1背包问题时，该问题的解空间结构为（）结构\***

* A. 子集树
* B. 排列树
* C. 深度优先生成树
* D. 广度优先生成树

**113.**

**用回溯法解批处理作业调度问题时，该问题的解空间结构为（）结构\***

* A. 子集树
* B. 排列树
* C. 深度优先生成树
* D. 广度优先生成树

**114.**

**用回溯法解题的一个显著特征是在搜索过程中动态产生问题的解空间。在任何时刻，算法只保存从根结点到当前扩展结点的路径。如果解空间树中从根结点到叶结点的最长路径的长度为h(n), 则回溯法所需的计算空间通常为（）\***

* A. O(n)
* B. O(n2)
* C. O(h(n))
* D. O(h(n)+n)

**115.**

**用回溯法解图的m着色问题时，使用下面的函数OK检查当前扩展节点的每一个儿子所相应的颜色的可用性，则需耗时（渐近时间上限）为（）。\***

* Bool Color::OK(int k)
* {//
* for (int j=1; j
* if ((a[k][j]==1)&&(x[j]==x[k])) return false;
* return true;
* }
* A. O(m)
* B. O(n)
* C. O(mn)
* D. O(m2n2)

**116.**

**回溯法的算法框架按照问题的解空间一般分为子集树算法框架与（）算法框架。\***

* A. 排列树
* B. 二叉树
* C. 深度优先生成树
* D. 广度优先生成树

**117.**

**回溯法的算法框架按照问题的解空间一般分为排列树算法框架与（）算法框架。\***

* A. 二叉树
* B. 子集树
* C. 深度优先生成树
* D. 广度优先生成树

**118.**

**对于蒙特卡罗算法，下面的说法不正确的是（）。\***

* A. 蒙特卡罗算法用于求解问题的准确解，且该解一定是正确的
* B. 求得正确解的概率依赖于算法的计算时间
* C. 多次执行蒙特卡罗算法，可以提高获得正确解的概率
* D. 无法有效判定所得到的解是否肯定正确

**119.**

**对于拉斯维加斯算法，下面的说法不正确的是（）。\***

* A. 不会得到不正确的解
* B. 有时找不到问题的解
* C. 找到正确解的概率随算法计算时间的增加而提高
* D. 用同一拉斯维加斯算法对同一问题求解多次，对求解失败的概率没有影响

**120.**

**对于舍伍德算法，下面的说法不正确的是（）。\***

* A. 总能求得问题的一个解
* B. 不一定能求得问题的解
* C. 所求得的解总是正确的
* D. 将确定性算法引入随机性改造成舍伍德算法，可消除或减少问题对于好坏实例间的差别

**121.**

**对于数值概率算法，下面的说法不正确的是（）。\***

* A. 常用于数值问题的求解，得到的往往是近似解
* B. 解的精度随计算时间的增加而提高
* C. 解的精度和计算时间之间没有关系
* D. 在很多情况下，计算出问题的精确解是不可能或没必要

**122.**

**下面哪个不属于算法的三要素？（）\***

* A. 操作
* B. 控制结构
* C. 数据结构
* D. 程序

**123.**

**下面哪个不属于算法设计的质量指标？（）\***

* A. 正确性
* B. 可读性
* C. 健壮性
* D. 有穷性

**124.**

**对于迭代法，下面的说法不正确的是（）。\***

* A. 需要确定迭代模型
* B. 需要建立迭代关系式
* C. 需要对迭代过程进行控制，要考虑什么时候结束迭代过程
* D. 不需要对迭代过程进行控制

**125.**

**（）是问题能用贪婪算法或动态规划算法求解的前提。\***

* A. 无后效性
* B. 问题规模不能太大
* C. 时间复杂度不能太高
* D. 空间复杂度不能太高

**126.**

**回溯算法是尝试搜索算法中最为基本的一种算法，其采用了一种（）的思想作为其控制结构。\***

* A. 深度优先搜索
* B. 广度优先搜索
* C. 不能走就掉头
* D. 分治

**127.**

**启发式算法能获得的是（）。\***

* A. 最差解
* B. 最优解
* C. 次最优解
* D. 次最差解

**128.**

**如果有一个问题，它的过程可以分为若干阶段，而且对于任一阶段i，过程在i阶段以后的行为仅仅依赖于i阶段的状态，而与过程如何达到此种状态（即达到的方式）无关，则称之为（）。\***

* A. 状态转换
* B. 动态规划法
* C. 最佳性原理
* D. 一个多阶段的决策过程

**129.**

**当需要找出它的解集或者要求回答什么解是满足某些条件的最佳解时，往往要使用（）。\***

* A. 分治法
* B. 贪心法
* C. 动态规划法
* D. 回溯法

**130.**

**下面的（）方法是基于穷举法的。\***

* A. 分治法
* B. 贪心法
* C. 动态规划法
* D. 回溯法

**131.**

**将问题分支为子问题，采用广度优先产生状态空间树的结点，并使用剪枝函数对这些子问题限界而求解问题的方法称为（）。\***

* A. 分治法
* B. 回溯法
* C. 动态规划法
* D. 分支限界法

**132.**

**分支限界法只能应用于解决（）。\***

* A. 一般背包问题
* B. 最优化问题
* C. 可行解
* D. 非最优化问题

**133.**

**（） 的一个基本特征是用同一概率算法求解问题的同一实例两次，得到的结果可能完全不同。\***

* A. 贪心算法
* B. 回溯算法
* C. 概率算法
* D. 近似算法

**134.**

**使用（）求解问题，通常是求解问题的准确解。\***

* A. 数值概率算法
* B. 蒙特卡罗算法
* C. 舍伍德算法
* D. 拉斯维加斯算法

**135.**

**回溯法中常见的两类典型的解空间树是子集树和排列树。当所给的问题是从n个元素的集合S中找出满足某种性质的子集时，相应的解空间树称为子集树。这类子集树通常有（）个叶结点？\***

* A. 2n
* B. 2n-1
* C. 2n+1
* D. 2n-2

**136.**

**回溯法中常见的两类典型的解空间树是子集树和排列树。当所给的问题是从n个元素的集合S中找出满足某种性质的子集时，相应的解空间树称为子集树。这类子集树通常有2n个叶结点,遍历子集树通常需要（）计算时间？\***

* A. O(n)
* B. O(logn)
* C. O(n2)
* D. O(2n)

**137.**

**回溯法中常见的两类典型的解空间树是子集树和排列树。当所给的问题是确定n个元素满足某种性质的排列时，相应的解空间树称为排列树。这类排列树通常有（）个叶结点？\***

* A. n!
* B. 2n
* C. 2n+1
* D. 2n-1

**138.**

**回溯法中常见的两类典型的解空间树是子集树和排列树。当所给的问题是确定n个元素满足某种性质的排列时，相应的解空间树称为排列树。这类排列树通常有n!个叶结点。遍历排列树需要（）的计算时间？\***

* A. O(n!)
* B. O(logn)
* C. O(n2)
* D. O(2n)

**139.**

**采用分治法实现合并排序，其时间复杂度为（）。\***

* A. O(n!)
* B. O(logn)
* C. O(nlogn)
* D. O(2n)

**140.**

**对于算法复杂性的描述，下面的说法错误的是（）。\***

* A. 导致算法难解性的原因1：算法过于复杂，只存在指数级时间复杂度的算法。
* B. 导致算法难解性的原因2：问题的答案本身的长度大于任何由输入数目组成的多项式。
* C. 每个NP问题都是难解的。
* D. 并不是每个NP问题都是难解的。

**141.**

**以下是NP问题的是（）\***

* A. 0/1背包问题
* B. 哈密顿回路
* C. 求最大公因子
* D. 顶点覆盖

**142.**

**带图灵机可形式化地描述为一个7元组(Q, T, I, δ, b, q0, qf)，其中Q表示（）\***

* A. 转移函数
* B. 状态集合
* C. 输入字母表
* D. 拒绝状态

**143.**

**根据转移函数是单值的还是（）的，图灵机可以分为确定型和不确定型两类。\***

* A. 多值
* B. 二值
* C. 递归
* D. 非递归

**144.**

**根据转移函数是单值的还是多值的，图灵机可以分为确定型和（）两类。\***

* A. 不确定型
* B. 随机型
* C. 动态型
* D. 变化型

**145.**

**P中的一切问题都是（）可解的。\***

* A. 指数时间
* B. 多项式时间
* C. 常数阶时间
* D. 对数阶时间

**146.**

**（）就是指在解决优化问题中，最后得到的结果能保证在一定的误差之类的算法。\***

* A. 概率算法
* B. 近似算法
* C. 并行算法
* D. 加密算法

**147.**

**针对许多不能在多项式时间内求解的NP完全问题，提出求解接近（）的相似解来代替最优解。\***

* A. 相似解
* B. 精确解
* C. 最优解
* D. 次最优解

**148.**

**针对许多不能在多项式时间内求解的NP完全问题，提出求解接近精确解的（）来代替最优解。\***

* A. 相似解
* B. 精确解
* C. 最优解
* D. 次最优解

**149.**

**针对许多不能在多项式时间内求解的NP完全问题，提出求解接近精确解的相似解来代替（）。\***

* A. 相似解
* B. 精确解
* C. 最优解
* D. 次最优解

**150.**

**通常，对那些无法在多项式时间内求解的NP完全问题采用（）\***

* A. 近似算法
* B. 概率算法
* C. 递归算法
* D. 非递归算法

**151.**

**回溯法主要有递归回溯法和（）回溯法两种编程实现方法。\***

* A. 迭代
* B. 非递归
* C. 并行
* D. 深度优先

**152.**

**回溯法主要有迭代回溯法和（）回溯法两种编程实现方法。\***

* A. 非递归
* B. 递归
* C. 并行
* D. 深度优先

**153.**

**算法由（）三要素组成。\***

* A. 操作，控制结构，数据结构
* B. 程序，控制结构，数据结构
* C. 代码，控制结构，数据结构
* D. 问题规模，控制结构，数据结构

**154.**

**以下（）不包括在图灵机结构中\***

* A. 控制器
* B. 读写磁头
* C. 计算器
* D. 磁带

**155.**

**回溯法的基本思想是在一棵含有问题全部可能解的（）上进行深度优先搜索，解为叶子结点。\***

* A. 子集树
* B. 排列树
* C. 二叉树
* D. 状态空间树

**156.**

**P问题，也即是（）复杂程度的问题。\***

* A. 多项式
* B. 指数
* C. 对数
* D. 常数

**157.**

**NP就是Non-deterministic Polynomial的问题，也即是多项式复杂程度的（）问题。\***

* A. 非确定性
* B. 近似
* C. 概率
* D. 确定性

**158.**

**下面哪个问题不适合用回溯法？（）\***

* A. 装载问题
* B. 0-1背包问题
* C. 图的m着色问题
* D. 快速排序问题

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |