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#Introduction: This dataset is to predict the number of new customers who has accepted personal loan offered by the UnverisalBank. Following are the steps taken using K-NN

#Load the packages

library(class)  
library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(ggplot2)

#Import dataset

UniversalBank <- read.csv("UniversalBank.csv")

#Remove predictors ID and Zip code

UniversalBank <- subset(UniversalBank, select = -c(ID, ZIP.Code))

#Transforming Categorical predictors to dummmies

UniversalBank <- fastDummies::dummy\_cols(UniversalBank, select\_columns = "Education", remove\_first\_dummy = FALSE, remove\_selected\_columns = TRUE)

#seperate predictors (x) and target (Y- personal.loan) & Normalize the predictors

num\_vars <- UniversalBank %>% select(-Personal.Loan)  
preproc <- preProcess(num\_vars, method = c("center", "scale"))  
bank\_norm <- predict(preproc, num\_vars)  
head(bank\_norm)

## Age Experience Income Family CCAvg Mortgage  
## 1 -1.77423939 -1.66591186 -0.5381750 1.3972742 -0.1933661 -0.5554684  
## 2 -0.02952064 -0.09632058 -0.8640230 0.5259383 -0.2505855 -0.5554684  
## 3 -0.55293627 -0.44511864 -1.3636566 -1.2167334 -0.5366825 -0.5554684  
## 4 -0.90188002 -0.96831574 0.5697084 -1.2167334 0.4360473 -0.5554684  
## 5 -0.90188002 -1.05551525 -0.6250678 1.3972742 -0.5366825 -0.5554684  
## 6 -0.72740814 -0.61951767 -0.9726390 1.3972742 -0.8799989 0.9684153  
## Securities.Account CD.Account Online CreditCard Education\_1 Education\_2  
## 1 2.9286223 -0.2535149 -1.2164961 -0.6452498 1.1769533 -0.6244752  
## 2 2.9286223 -0.2535149 -1.2164961 -0.6452498 1.1769533 -0.6244752  
## 3 -0.3413892 -0.2535149 -1.2164961 -0.6452498 1.1769533 -0.6244752  
## 4 -0.3413892 -0.2535149 -1.2164961 -0.6452498 -0.8494814 1.6010244  
## 5 -0.3413892 -0.2535149 -1.2164961 1.5494774 -0.8494814 1.6010244  
## 6 -0.3413892 -0.2535149 0.8218687 -0.6452498 -0.8494814 1.6010244  
## Education\_3  
## 1 -0.6548999  
## 2 -0.6548999  
## 3 -0.6548999  
## 4 -0.6548999  
## 5 -0.6548999  
## 6 -0.6548999

#CBind the file

bank\_file <- cbind(bank\_norm, Personal.Loan = UniversalBank$Personal.Loan)  
head(bank\_file)

## Age Experience Income Family CCAvg Mortgage  
## 1 -1.77423939 -1.66591186 -0.5381750 1.3972742 -0.1933661 -0.5554684  
## 2 -0.02952064 -0.09632058 -0.8640230 0.5259383 -0.2505855 -0.5554684  
## 3 -0.55293627 -0.44511864 -1.3636566 -1.2167334 -0.5366825 -0.5554684  
## 4 -0.90188002 -0.96831574 0.5697084 -1.2167334 0.4360473 -0.5554684  
## 5 -0.90188002 -1.05551525 -0.6250678 1.3972742 -0.5366825 -0.5554684  
## 6 -0.72740814 -0.61951767 -0.9726390 1.3972742 -0.8799989 0.9684153  
## Securities.Account CD.Account Online CreditCard Education\_1 Education\_2  
## 1 2.9286223 -0.2535149 -1.2164961 -0.6452498 1.1769533 -0.6244752  
## 2 2.9286223 -0.2535149 -1.2164961 -0.6452498 1.1769533 -0.6244752  
## 3 -0.3413892 -0.2535149 -1.2164961 -0.6452498 1.1769533 -0.6244752  
## 4 -0.3413892 -0.2535149 -1.2164961 -0.6452498 -0.8494814 1.6010244  
## 5 -0.3413892 -0.2535149 -1.2164961 1.5494774 -0.8494814 1.6010244  
## 6 -0.3413892 -0.2535149 0.8218687 -0.6452498 -0.8494814 1.6010244  
## Education\_3 Personal.Loan  
## 1 -0.6548999 0  
## 2 -0.6548999 0  
## 3 -0.6548999 0  
## 4 -0.6548999 0  
## 5 -0.6548999 0  
## 6 -0.6548999 0

#Split the data into train and Validation

set.seed(456)  
Index\_Train <- createDataPartition(bank\_file$Personal.Loan, p=0.6, list = FALSE)  
Train <- bank\_file[Index\_Train, ]  
Valid <- bank\_file[-Index\_Train, ]

#Create new customer profile

new\_customer <- data.frame(Age=40, Experience=10, Income=84, Family=2,  
 CCAvg=2, Mortgage=0, Securities.Account=0, CD.Account=0,  
 Online=1, CreditCard=1,  
 Education\_1=0, Education\_2=1, Education\_3=0)

#Normalize new customer data

new\_customer\_norm <- predict(preproc, new\_customer)  
head(new\_customer\_norm)

## Age Experience Income Family CCAvg Mortgage  
## 1 -0.4657003 -0.8811162 0.2221371 -0.3453975 0.0355115 -0.5554684  
## Securities.Account CD.Account Online CreditCard Education\_1 Education\_2  
## 1 -0.3413892 -0.2535149 0.8218687 1.549477 -0.8494814 1.601024  
## Education\_3  
## 1 -0.6548999

#KNN when K=1

customer\_pred <- knn(train = Train %>% select(-Personal.Loan),  
 test = new\_customer\_norm,  
 cl = Train$Personal.Loan,  
 k = 1)

#Prediction

cat("Prediction for new customer:", customer\_pred , "\n")

## Prediction for new customer: 1

#Define the k values to test

k\_values <- seq(1, 15, 2)   
accuracy <- c()  
for(i in k\_values){  
 pred\_valid <- knn(  
 train = Train %>% select(-Personal.Loan),  
 test = Valid %>% select(-Personal.Loan),  
 cl = Train$Personal.Loan,  
 k = i  
 )  
 conf\_matrix <- confusionMatrix(pred\_valid, factor(Valid$Personal.Loan))  
 accuracy <- c(accuracy, conf\_matrix$overall["Accuracy"])  
}  
best\_k <- k\_values[which.max(accuracy)]  
cat("Best k:", best\_k, "\n")

## Best k: 3

cat("Validation accuracy for best k:", max(accuracy), "\n")

## Validation accuracy for best k: 0.9565

#Plot the best of K

plot(k\_values, accuracy, type = "b", col = "blue", Xlab = "k\_values", ylab= "accuracy")

## Warning in plot.window(...): "Xlab" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "Xlab" is not a graphical parameter

## Warning in axis(side = side, at = at, labels = labels, ...): "Xlab" is not a  
## graphical parameter  
## Warning in axis(side = side, at = at, labels = labels, ...): "Xlab" is not a  
## graphical parameter

## Warning in box(...): "Xlab" is not a graphical parameter

## Warning in title(...): "Xlab" is not a graphical parameter

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAXVBMVEUAAAAAADoAAGYAAP8AOpAAZrY6AAA6ADo6AGY6Ojo6kNtmAABmADpmZmZmtrZmtv+QOgCQZgCQtpCQ2/+2ZgC225C2/7a2///bkDrb////tmb/25D//7b//9v///+eED11AAAACXBIWXMAAA7DAAAOwwHHb6hkAAAMvklEQVR4nO2dC3fbKhZGnaRO79h3pp6xZ6rKjv//zxwhJEd+gDiIg9Cnb6/VrqQlIGWblwSHzZVAs5n7AoguFAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDiJBW9IJuYSnDY74oKCwaFgcCgYnCUK/vj4SHYd8CxQ8Ef3h4SwPMEfg7/JKEqCT++/r+fPzebtmCS7IRQsQkdw6/dnI/ey/5UguzsoWISK4Mt+10jemi+rH38mZ/cA+2AJSoJ/Xb8OO/Nl3dTlqdk9wlG0AKUmuqm9lVYNJhJ0BF/277/bKly7RlkUnAmtaVJtX2VsE2XXwaZZzKLmwfQrZ0GCH4ZWtB2E3jSpbaUdY+gYwY9CKTgIPcHt+Dndg45nnzQcgprgTm2qadILmxQcgprg82crOM2DjtdPNmg4gEXUYIdJCg5ASXA/B7bDrYnZOUXS8Dha06TG8duxGUg7/Aqy8zx4puBxip8HeyXS8CilC/YrpOBRlAR/HeyzaMcsODi7MYM0PIaO4HY1R9XMkE4PsyTZjorx974UPIaK4O5l/+m2riMuuxB7NDyC2oqOq50DT3jQEeSOgkdQrcFb207HZReojob96PTBlVnIYTriyz6yiQ5edkXBfpRG0eZV4ZvH71h2Am007KXMebBEGgV7KVGwcFUsDfvQFhwxyJIKo2Af5dVguS8a9lCc4AhbFOyhMMFxm1Jo2I3yywbhqspIUxTsRulBR/+i3/nG/2V20aJo2Inmo0pDns1nFOxE82WDQWP76Ato2EURNXj6hl8KdqHVB3dVOKgPTrFln4YdKI2i7cLZzcZRf++ySxJ0g4IdFDAPThNVhYZfQ8HgFCA4UdgcGn5JCYLThM2h4JcUITgNNPwKCgYHSDANv4KCwUESTMMvoGBwoATT8DMUDA6WYBp+goLBARNMw49QMDhogmn4AQoGB04wDd+TWbD83GIxFHwHXg2m4TsoGBxAwTQ8hILBQRRMwwMoGBxIwTT8jVzwZe8M465RbhQUfCOmBlebzWTHuoJp+EZkEz3ZMQVnIroPrnwhVhKWGwkNd8QJrtto/V8H5/bfdOVGQsEdEYLN5m5r1hWAI2W5sdCwJWYU7TrVW6XcWCjYgjkPNtBwS4zgkzmLYeJEiYIzESH41HbA7mDuacuNh4YNMX2wDZE0YYQlKTceCjbIBfdRzlyhvhOXOwEavkY10TbK2flzvBPuDomeVO4EKPgaN8g6f9ozVZz0YdA8AYVzCKbhq9Y0qRtjz1yDKfiqNg++7M1Qe27BNBz9qNIbzb3l1LThFDw/cfPgauuTZ6k2u9kF03DUPHh3rZsG2BUJ+oYZi1Hw3MQ96Dj/9bv94+frMLtgGo570HH5+xggOEm5E6FgecL26Padr4k2rbhdFSA8VkeBtRuOepu0NSNpzyC6Fdx+AAbHc0SWOxUKTp3wagUPjnmfmh2ZQPzLBg9GcDdFynSsDnER/7rQA2twOUQ00eMvgu2zru21H25NKZdMI2rrSsCjyibV29GzsIeCM4G76O6bJEdCLJUVCE5zqMtSUWqi+/ODZ39UmepYpsUSXYO9Q63zz2P3xOshVYYwSo9QcGTCk3vZbDdVPu3cqSg4E/GCPVV4MAcu4EEH++C4hJ5ls30N3rpTzTOKXuFwOlqwd2dDZdZcmo7YmWquefDqFMePor0LOmq7sNb9KZjvQcfKFK9gHvzEqh58rFHwdU3VWHv7aAmDrJesRTHw9tEx1qEYePvoOGvojJG3j4YAr1hp+2j/smH+VZWjgCtW2T5qtq3YL5xjsXIEg7fUKtOkwbq8hazJwlWstGz29h64gJcNYaAqVpkHL68GGwavJGSyhenz9gg68+CqX8qxiD74AenrRWH6zG8vlebBo28kyhUsXSAgTJ97/cHa58HPDA18eIlKX75gQRilFOVmZ/U1OGQenLDc/Ky9D85c7gysfRSdt1wyDbUwSqnKJdPQC6OUqFwyDcUwSmnKhSVTR6wZRilJubjkMYweRqlkshhWCaOUslxkchhWCaOUslxkShWctVxoMhim4FnRN0zB86JumIJnRtswBc+NsmEKnhsKRkfXcGbBM0TZKR9Vw6zBBaBpmIJLQNEwBReBnmEKLgIKRkfNMAUXgpZhCi4FJcMUXAw6him4HFQMU3A5UDA6GoYpuCQUDFNwUaQ3TMFlkdwwBRdGasMUXBgUjE5iwxRcHGkNU3B5JDWsJLjqj7UrNuJ7yaQ0rCO4up24QsExJDSsItjGSvs6mDgAFBxB6YL7aIcmmgcFx5DOsGINvpqdxBQcRzLDSn1wp9W9T5yCR0hlWG0UbRvprwMFR5LIMOfBxZLGMAUXS8GCTaw0ewLpAo7VKZckhvUEt2GWBsdzxGe3WlIYVhM8OOZ9anbrJYFhNcFdsNLFHKuDCmswOEqCzR7+7bUfbk3MjkxAa5rUOH47eo7PouBMcB5cPNPOeKDg0pl4SouS4P78YGfYfwoOZOo5SzqCzz+PXVzph1kSwyhJKVJw9z74tGtjS0/ObtUUKXgwB+aDjqmU2Af3NXjLRXcJ+BgcbCz/ab1VlW1H7DxlmIKjkCtWGkXX9vhK9ynSFByJdFbMefDyECmm4CUiqMbagjnIUiJUMWvwYgmrxhS8ZAIUU/CyGa3Gyi8buKpSH79ipQcd/Yt+5xt/Ck6Irxrrbj7jmqxcOBWrbh+9clVlPhyKWYPhuG+wtfrgrgqzD87Ow+tFpVG0XTi72ThPCadgJR4XCHAeDAYFg0PB6OTpg3NnR77JMYrOnh1xQcHgUDA4FAzObIJJJmYSrFJmYekLu5ysuemUWVj6wi4na246ZRaWvrDLyZqbTpmFpS/scrLmplNmYekLu5ysuemUWVj6wi4na246ZRaWvrDLyZqbTpmFpS/scrLmplNmYekLu5ysuZHioGBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LByS24jdPjOrPFwcm5HfkF50978k8o1cZzQsFT5n+1kSvqNiRrcPrwe+7yvwrv2UdmwV+H5jdTiQw0v07BzdZNWncw3Geq9pSgQMOXfRuapDY/E2LYpg+/5y7/q/CevWQWbE/Gc0W6fMllL7hZG0YkPP+vg/m9uw4oeKC2AcJsGQE/06UPvuf6FoBMdM9+ZumDgz7+PdWPf4ffbHtsiACJ4HqzqyXC+vTdd6P3PEgvumc/swh+PLTFR6NM0B/V7//bi/p4URNto0fZD5ErkNRzekvQPXfpZffsZw7B7pPxnjHtoeBmK9PI2WoZfDGBA6Y2sRFg62JQK/QtOOyebXrhPfuZQXAtGWOZgFwSwW/BtctiKtb5M/QDFy048J5teuE9+8kvWFJ/bXMoEdz+hrpDjkPylw36Ypvo0Hv+zn+5givRLLjqNkuKOknBUEtQG2/ZCz4UneDge27TS+/ZT27BVcR1Cz7NNpxmeBNtZQWnr0XTpFuTK/x8GpZag8O7uwGSmzX91yCm5nje8j44/EFHX+ODL2f5grvmRzIPFt5sLXwUepKkvzW5gXcwbHJlo+6lCia5oWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBicVQi+7Ed2H9lNiZBQsE1AwUuGgsFpBQ+22Xfbvt+O7ebRX63g1nH7V9VtKDUx8xJts5+R1QiuBvtzu+hYP/6YbfrmP4aCzfdmz3b7KQiPsFQqaxF8H0bBBNho/vHy99FW54Fg25zX778FoXpKZiWC/3G/i9/Y7IIw1KYZHgi2/9xY/w4cuWhWIvjtP/eBd5q22QRJaLrb9//e1+D6FuOmDRK79BZ6LYIfQ8eZkIe/bDf70ETfR1c5yaKJFMhqBN8HR7vs/9k0wDZwXd9E77qW+T7d0qvwagQ/RAM9mdiCtvI23XPj8evw40/TKNtRtKm5bVUWxcUtkvUIvg8Tbuc/bTykRqapqI3pzb/6ebCt2tJ4TyWyCsFrhoLBWZPg9tmjPNDeslmT4FVCweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWD83/Mgy3TUfapCAAAAABJRU5ErkJggg==)

#Confusion matrix of validation set using best of k

pred\_valid <- knn(  
 train = Train %>% select(-Personal.Loan),  
 test = Valid %>% select(-Personal.Loan),  
 cl = Train$Personal.Loan,  
 k = 3  
 )  
 conf\_matrix <- confusionMatrix(pred\_valid, factor(Valid$Personal.Loan))  
print(conf\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1798 76  
## 1 11 115  
##   
## Accuracy : 0.9565   
## 95% CI : (0.9466, 0.965)  
## No Information Rate : 0.9045   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.703   
##   
## Mcnemar's Test P-Value : 6.813e-12   
##   
## Sensitivity : 0.9939   
## Specificity : 0.6021   
## Pos Pred Value : 0.9594   
## Neg Pred Value : 0.9127   
## Prevalence : 0.9045   
## Detection Rate : 0.8990   
## Detection Prevalence : 0.9370   
## Balanced Accuracy : 0.7980   
##   
## 'Positive' Class : 0   
##

#Using best of K = 3 for new customer dataset

customer\_pred <- knn(train = Train %>% select(-Personal.Loan),  
 test = new\_customer\_norm,  
 cl = Train$Personal.Loan,  
 k = 3)

#Prediction

cat("Prediction for new customer:", customer\_pred , "\n")

## Prediction for new customer: 1

#Spliting the data into Train (50%)

set.seed(456)  
Index\_Train <- createDataPartition(bank\_file$Personal.Loan, p=0.5, list = FALSE)  
Train <- bank\_file[Index\_Train, ]

#Spliting the data into Validation (30%) and test(20%)

Remaining <- bank\_file[-Index\_Train, ]  
Index\_valid <- createDataPartition(Remaining$Personal.Loan, p = 0.6, list = FALSE)   
Test <- Remaining[-Index\_valid, ]  
Valid <- Remaining[Index\_valid, ]

#Prediction and confusion matrix using K = 3 on validation set

pred\_valid <- knn(  
 train = Train %>% select(-Personal.Loan),  
 test = Valid %>% select(-Personal.Loan),  
 cl = Train$Personal.Loan,  
 k = 3  
 )  
 conf\_matrix <- confusionMatrix(pred\_valid, factor(Valid$Personal.Loan))  
print(conf\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1342 57  
## 1 9 92  
##   
## Accuracy : 0.956   
## 95% CI : (0.9444, 0.9658)  
## No Information Rate : 0.9007   
## P-Value [Acc > NIR] : 1.380e-15   
##   
## Kappa : 0.713   
##   
## Mcnemar's Test P-Value : 7.238e-09   
##   
## Sensitivity : 0.9933   
## Specificity : 0.6174   
## Pos Pred Value : 0.9593   
## Neg Pred Value : 0.9109   
## Prevalence : 0.9007   
## Detection Rate : 0.8947   
## Detection Prevalence : 0.9327   
## Balanced Accuracy : 0.8054   
##   
## 'Positive' Class : 0   
##

#Prediction and confusion matrix using K = 3 on training set

pred\_valid <- knn(  
 train = Train %>% select(-Personal.Loan),  
 test = Train %>% select(-Personal.Loan),  
 cl = Train$Personal.Loan,  
 k = 3  
 )  
 conf\_matrix <- confusionMatrix(pred\_valid, factor(Train$Personal.Loan))  
print(conf\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2253 50  
## 1 6 191  
##   
## Accuracy : 0.9776   
## 95% CI : (0.971, 0.983)  
## No Information Rate : 0.9036   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.86   
##   
## Mcnemar's Test P-Value : 9.132e-09   
##   
## Sensitivity : 0.9973   
## Specificity : 0.7925   
## Pos Pred Value : 0.9783   
## Neg Pred Value : 0.9695   
## Prevalence : 0.9036   
## Detection Rate : 0.9012   
## Detection Prevalence : 0.9212   
## Balanced Accuracy : 0.8949   
##   
## 'Positive' Class : 0   
##

#Prediction and confusion matrix using K = 3 on test set

pred\_valid <- knn(  
 train = Train %>% select(-Personal.Loan),  
 test = Test %>% select(-Personal.Loan),  
 cl = Train$Personal.Loan,  
 k = 3  
 )  
 conf\_matrix <- confusionMatrix(pred\_valid, factor(Test$Personal.Loan))  
print(conf\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 904 35  
## 1 6 55  
##   
## Accuracy : 0.959   
## 95% CI : (0.9448, 0.9704)  
## No Information Rate : 0.91   
## P-Value [Acc > NIR] : 1.580e-09   
##   
## Kappa : 0.7072   
##   
## Mcnemar's Test P-Value : 1.226e-05   
##   
## Sensitivity : 0.9934   
## Specificity : 0.6111   
## Pos Pred Value : 0.9627   
## Neg Pred Value : 0.9016   
## Prevalence : 0.9100   
## Detection Rate : 0.9040   
## Detection Prevalence : 0.9390   
## Balanced Accuracy : 0.8023   
##   
## 'Positive' Class : 0   
##

##Summary: The accuracy is higher for training set (97.8%) while compared to validation (95.6%) and test (95.9%), likely because the model fits well on training data. Since the accuracy for validation and test is very similar, it indicates that the model generalizes well and is not overfitting. Also, sensitivity is higher for all three ( training, validation & test ) than of specificity, meaning that the classifier performs well in identifying the class with no loans and weaker in identifying class with loan customers.