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Image Recognition Software for a Web App

# Introduction and Background

Students at MTSU developed a free food-finding app during HackMT where anybody can search for free food around them just by entering their location, and anybody can donate their food just by filling in information about the food type and quantity they are offering. Currently, the food donor must fill this information every time they are hosting food. We are going to incorporate an image recognition neural network into this web app to determine the food information automatically from pictures.

## Motivation

In order to reduce the amount of work required to donate food, we will be implementing a Neural Network to automatically identify the donor’s food through a picture. Not only will this project reduce the work required to donate food on the app, it will also reduce the amount of mislabeling errors. This will not only be more convenient for the donor, but also will be more convenient for the organization taking the food. In implementing this Neural Network into the app, we prevent food wastage and help provide food to someone who needs it without paying for it. The image recognition feature will add great value to the app.

## Reference Related Work on Similar Problems or that has used similar approaches

We researched a similar project named “Food-101; Mining Discriminative Components with Random Forests”. This project focused on creating a Neural Network that helps organize and classify different types of food. We used the same dataset (Food-101) that was used in their paper. FIND PAPERS WITH MATH IN IT, AND REFERENCE THEM HERE. BASICALLY, DO METHODS FIRST AND OUTLINE WHAT WAS DISCUSSED IN METHODS HERE.

## Our Main Objective

We are planning on building a Convolutional Neural Network (CNN) using TensorFlow to classify images. CNNs are efficient in correlating and understanding a large amount of data in high-resolution images, and they are best known for their ability to recognize patterns present in images. The goal is to train a CNN to be as accurate as possible in identifying different cuisines and their servings, this model will then be implemented as a web app using React-js on the front end

# Methods

## Mathematical Execution

One medium that we can represent our processes logically is by using the already-established foundations of mathematics. For example, the net input for a unit can be “folded” into a single value, netj, which weights the activation of the sending neuron xi by the strength of the synaptic connection between I and j, wij. The sum of all weighted activations into a unit plus a bias weight, w0, is the total net input. This can be represented in the equation below:

This is an example of a way that mathematics is an adequate measure in which neural networks can be represented. Naturally, we learn more about an object or process by making incremental updates to the subject in our minds. Since artificial neural networks mimic natural neural networks, we need a way to represent incremental changes within our artificial neural network. Calculus is the mathematics of change, so the logical conclusion is to use Calculus to represent change within our artificial neural network.

We used Rectified Linear Units (ReLU) as our activation function for a few of the hidden layers in our Convolutional Neural Network. According to DeepAI.org, ReLU can be represented by the following equation:

**Where x = an input value**

ReLU was chosen as the activation function for many hidden networks because of its simplicity in computation relative to others like the hyperbolic tangent (tanh) and sigmoid activation functions. By keeping computation simple it speeds up training time. Because our CNN’s job is to classify pictures, we also used softmax, an activation function commonly used for the classification of multiple tags.

How many convolutional pooling layers? (Convolution, Max Pooling is one layer)

## Theoretical Execution

The inspiration for building and implementing artificial neural networks for Artificial Intelligence stems from biological foundations. Although Artificial Neural Networks function different from Natural Neural Networks, the mathematical developments in the field were all inspired by natural processes. Knowing that this Neural Network was influenced by natural brain processes, we can then look at the neurons roughly as an electrical processing system and keep that in mind as we are making our network.

* The dropout that randomly eliminate a portion of neurons from the network was used to reduce possible overfitting. The dropout rates of 0.25 and 0.5 were set for the third convolutional-pooling layer and the fully-connected layer, respectively

In order to reduce the probability of overfitting, we implemented a dropout rate of \_\_\_\_\_ for the \_\_\_\_\_th layer, a \_\_\_\_\_ dropout rate for the \_\_\_\_\_\_th layer, and a \_\_\_\_\_\_ dropout rate for the \_\_\_\_\_th layer.

* In accordance with Krizhevsky’s CNN [7], we use local response normalization (LRN) for the normalization after pooling layers

Similar to Yuzhen Lu et. Al., In order to normalize after pooling the layers, we used \_\_\_\_\_\_\_\_ (with respect to Krizhevsky’s CNN network that was recognized as the winner of the 2012 ImageNet Large-Scale Visual Recognition Challenge competition.)

* The network has four layers of hidden neurons (three convolutional-pooling and one fully-connected), apart from a final layer of output neurons (the input is not considered as a layer)

Our Convolutional Neural Network is comprised of an input layer of \_\_\_\_\_\_\_\_\_, \_\_\_\_\_\_\_\_\_\_ (X layers of hidden neurons), and one more layer for output. (if you have a count of the number of neurons for any of the layers, then tell me and I can put them here.)

* The first convolutional-pooling layer uses a local receptive field (also known as convolutional kernel) of size 7 × 7 with a stride length of 1 pixel to extract 32 feature maps, followed by a max pooling operation conducted in a 2×2 region; the second and third convolutional-pooling layers use 5×5 and 3×3 local receptive fields, resulting in 64 and 128 feature maps, respectively, and the other parameters remain unchanged. The fourth layer is a fully-connected layer with 128 rectified linear units (ReLU) neurons, and the output layer has 10 softmax neurons that correspond to the ten categories of food.

The first layer uses a kernel size of \_\_\_\_\_(input info about kernel size and info about the purpose of the first layer)\_\_\_\_\_. We used \_\_\_\_\_\_\_\_\_ as the activation function for the first layer. The second layer uses a kernel size of \_\_\_\_\_\_\_(input info about kernel size/purpose of the second layer)\_\_\_\_\_ (info about activation function). The third………….. There are \_\_\_\_\_\_\_ output neurons that represent our food categories. (obviously add more/less information with respect to the actual number of layers used in our CNN)

* Information about the theoretical aspect (large scale approach) of implementing this into the app.

## Practical Execution

* The input images were scaled down to 80 × 80 and cropped to 64 × 64 pixels randomly by the cuda-convnet python module
* Our images are 289 x 289. Nothing external just we are running the code with 289 x 289
* The input contains 128 × 128 × 3 neurons, representing the RGB values for a 128 × 128 × 3 image.
* Because our pictures are 289 x 289, \_\_\_\_\_\_ we were then able to have an input layer that consists of \_\_\_\_ (128 x 128 x 3 neurons) \_\_\_\_\_.
* We divided the dataset into six sets: four sets were used for training, one for validation, and one for testing
* In order to successfully train and test the network, we divided our dataset. \_\_\_\_\_\_\_\_ was used for training the network, \_\_\_\_\_\_\_\_ was used to validate (blah blah blah) and the remaining \_\_\_\_\_\_ was used to test the trained network.
* Training a CNN model requires to select a set of hyper-parameters, among which the leaning rate η is the the most critical one affecting the training performance. (What are the hyperparameter values, what are the hyperparameters, and why did you pick those numbers
* We used a learning rate of \_\_\_\_\_\_\_\_\_ and a momentum value of \_\_\_\_\_\_\_\_ (and other hyperparameter info). (At first, we tried a learning rate of \_\_\_\_\_ and momentum value of \_\_\_\_\_, but we found that \_\_\_\_\_\_\_\_\_\_\_\_(accuracy was too low and/or training took forever/// or other reasons why those values were not used)\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_. In researching and testing different values for the learning rate and momentum, we found the learning rate of \_\_\_\_\_\_ and momentum value of \_\_\_\_\_ to be the most effedctive. We concluded that these values allowed us the best results as far as accuracy and training speed.
* WHAT IS THE batch size? Number of epochs used

For our CNN, we used a batch size of \_\_\_\_\_\_\_\_\_ and \_\_\_\_\_\_\_ epochs. We used (these values because\_\_\_\_\_)

* At the initial stage, the training loss was large, resulting in a large learning rate to speed up the training process; gradually, the learning rate decreased with the loss, which helped avoid overshooting the best result
* Explain this but fit it within our experiences.
* The CNN model was trained by using deep learning packages of Keras (https://github.com/keras-team) and Theano (https://github.com/Theano)(the implementation codes are available at: <https://github.com/jingweimo/food-imageclassification->)
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* Info about the processes to implement the CNN into the app.

# Results

* Tell the overall accuracy here
* Apple and pizza gave the two highest recognition rates, which were mainly because the two categories had a large number of training images; while french-fry and broccoli was the two hardest categories, the majority of which were misclassified into another distinct class
* Basically, explain the results of each of the labels/tags. If there are subset accuracy values, tell them here and further explain the reason behind the accuracy of the network for each tag.
* Charts showing progression/accuracy and loss? (IS IT BASED ON DATA AUGMENTATION OR NOT?!)

**Charts here**

* According to the accuracy and loss curves, it seemed that the CNN model could be further improved by increasing the training epochs

Looking at our results, For the CNN model to improve (modifications are needed in) \_\_\_\_\_\_\_\_\_.

* Compared with Table 2, the CNN model resulted in the overall accuracy improved from 56% to 90%, and the average recognition rate from 0.78% to 94%
* Was there any values of accuracy between other values/models other than the one we had? If so, then put info here.

# Discussion and Conclusion

# Abstract

.
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