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**Abstract**

Multi-conditional image generation aims to synthesize images that satisfy diverse conditions, such as textual descriptions, segmentation masks, and landmark constraints. While training-free approaches to image generation often excel in single-condition scenarios by leveraging off-the-shelf, open-source pre-trained networks to estimate the distance between an intermediate image and the condition, they struggle with multi-conditional tasks. This limitation arises from the inability of training-free methods to effectively handle interactions and dependencies between multiple conditions. To address this challenge, this project investigates strategies for effective multi-conditional image generation. It introduces a novel framework that integrates a naive weighted sums of distance functions with product of Gaussian kernels interaction models that capture complex, non-linear interdependencies between conditions, to approximate the energy function and guide the iterative denoising process. Experimental results demonstrate that the proposed method outperforms existing techniques in generating coherent, condition-consistent images across a variety of conditions, showcasing its effectiveness in addressing the challenges of multi-conditional image generation.
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# Introduction

## 1.1 Problem Statement

Multi-conditional image generation has emerged as a critical area in computer vision, where the goal is to generate images that simultaneously satisfy multiple user-defined constraints. For example, generating a facial image that aligns with textual descriptions, also adhering to geometric landmark constraints, and respects segmentation masks.

Training-free approaches are rapidly gaining popularity due to advantages over training-required methods. Training-free techniques eliminate the need for extensive datasets and computationally expensive training processes, making them faster to deploy, more cost-effective, and easier to adapt to new tasks or domains.

For single-condition image generation, training-free approaches often leverage off-the-shelf, open-source pre-trained networks to estimate the distance between an intermediate image and the condition, guiding the iterative denoising processes (Chung et al, 2023).

However, extending training-free techniques to multi-conditional image generation introduces significant challenges. Unlike single-condition tasks, where alignment to a single constraint is sufficient, multi-conditional generation requires simultaneous optimization across diverse constraints, which may conflict or compete with one another. For instance, aligning an image to textual descriptions while maintaining geometrical consistencies and segmentation adherences often leads to trade-offs or failures in satisfying one or more conditions. Furthermore, the absence of explicit training processes makes it difficult for training-free methods to effectively balance these constraints or resolve potential conflicts during image generation. The inefficacies in interaction modeling between multiple conditions leads to several issues, including the treatment of conflicting conditions in isolation, a loss of coherence in generated outputs, and limited adaptability to complex, real-world multimodal scenarios

Hence, this necessitates the development of new strategies to manage interaction effects among conditions and to ensure robust, high-quality image outputs that satisfy all specified requirements.

## 1.2 Objective

The objective of this project is to address the limitations of training-free multi-conditional image generation by developing effective interaction modeling techniques that can handle multiple, potentially conflicting conditions. The goal is to ensure robust, high-quality image outputs that simultaneously satisfy all specified requirements, enabling better adaptability to complex, real-world multimodal scenarios.

## 1.3 Scope

Given resource limitations in GPU capacity, which lead to extended image generation times for larger diffusion models with general image generation capabilities (such as StableDiffusion or ControlNet), we opted to conduct facial image generation using a smaller pre-trained model, ImageNet, along with the corresponding facial boundary conditions.

However, the results and contributions of this project remain translatable to general image generation, as the methods and frameworks developed are model-agnostic and can be applied to larger models. Additionally, the principles of interaction-aware image generation explored in this project are not limited to facial images but can be generalized to broader contexts, enabling scalability to more complex image generation tasks.

# Related Work

## Conditional Score Based Diffusion Models

For unconditional score-based diffusion models (SBDM) operating on score theory, its goal is to learn and estimate a time-dependent score function that guides the denoising phase of a noisy image to at time step during the iterative sampling process. The sampling formula is denoted as follows:

where is a hyperparameter and represents random Gaussian noise. (Song et al, 2021)

For conditional diffusion, a corrective gradient is added to the sampling formula to guide to a hyperplane in the data space that aligns with the condition . (Song et al, 2021).

Training-required methods often retain the time-dependent nature of the corrective gradient , learning it through approaches like classifier training. In contrast, training-free methods aim to approximate the corrective gradient using time-independent functions.

## 2.2 Energy Diffusion Guidance

One alternative method to model the corrective gradient , would be to use an energy function as follows:  
where represents a normalizing constant, represents the positive temperature constant and represents an energy function measuring the similarity between a given condition and a noisy image (LeCun et al, 2006).

The energy function value decreases as the similarity between and increases, reaching the value zero when and are perfectly similar. This, the corrective gradient can be remodeled to energy guidance as (LeCun et al, 2006).

The final sampling formula that incorporates both conditionality and energy guidance is as follows:  
where represents the learning rate of the energy guidance term.

## 2.2 Time-Independent Distance Functions Approximating Time-Dependent Energy Guidance

To obtain the energy guidance function, most training-required methods revolve around training classifiers to calculate a time-dependent distance measuring function to approximate it, where represents the trained parameters of the classifier. (Dhariwal & Nichol, 2021). This is particularly problematic as it is extremely difficult to find an existing pre-trained model for the noisy image to ensure training-free. To circumvent this, we can estimate the time-dependent energy guidance with time-independent distance functions through a series of approximations.

Unlike time-dependent networks, time-independent functions for measuring distances in clean data, , are widely accessible. Open-source pre-trained models, such as those for classification, text encoding, segmentation, and face identification, are commonly available and highly effective for working with clean images.

First, we can approximate the time-dependent distance function with time-independent distance function where represents the pre-trained parameters, as follows:  
and this is reasonable because if the noisy image is close to the condition , then the corresponding clean image should also be close to (Yu et al, 2023).

Next, we need to approximate a clean image corresponding to an intermediate noisy image for each time step as follows:  
where and is the pre-trained score estimator (Chung et al, 2022).

Finally, we can combine the results to approximate the time-dependent energy guidance function with a time-independent distance function provided by the condition-specific open-source model. For a singular condition *,* we get (Yu et al, 2023).

# Methodology

## Multi-Conditional Training-Free Image Generation Modelling

### Primitive Multi-Conditional Energy Guidance Model

A primitive and straightforward approach in modelling a multi-conditional energy guidance formula would be to simply extend the singular-conditional energy guidance formula as a weighted sum of the different distance functions the respective conditions as follows:

where represents the distance between condition, and the approximated clean image at time step , computed by a pre-trained network that is specific to condition , and represents the weighing factor of .

For example, if represents a text condition, then then pre-trained network

could be a CLIP embedding model, and could be a Euclidean distance value between the CLIP embedding of and .

However, the primary limitation of this primitive model lies in its reliance on the naive assumption that all conditions are mutually independent and non-conflicting. Consequently, it struggles to generate high-quality images under diverse conditions, particularly when those conditions exhibit complex, non-linear interdependencies.

### Improved Multi-Conditional Energy Guidance Model

To overcome the primary limitation and improve the multi-conditional energy guidance model, we can account for the interactions between all conditions as follows:

where represents a function that models the interactions between conditions , and the approximated clean image in their respective spaces, and represents a weighing factor of the interactions between .

## Interaction Modelling

### To maintain the training-free nature of image generation in this project, we deliberately avoid interaction modeling methods that require training, such as attention mechanisms, graph-based models, bilinear models, latent factor models, or any other training-dependent neural networks. These methods demand additional training time and data, which would undermine the core advantages of the training-free conditional image generation framework.

### Simple Similarity Measures

A straight forward approach to interaction modelling is by simply computing the similarities between the different conditions with a chosen similarity metric. Here, we propose trying 3 different similarity metrics as follows:

1. Euclidean distance,
2. Cosine similarity,
3. Pearson correlation,

In general, these simple similarity measures are quick, interpretable, and computationally efficient interaction modeling in tasks where the relationships between features are simple or linear. However, for image conditions that require complex, non-linear, or higher-order interactions, these methods tend to still produce unsatisfiable results.

### Polynomial Functions

Polynomial functions can typically be used to model interactions by expanding features into a higher-dimensional space. They are particularly useful in capturing for complex and non-linear relationships (Shawe-Taylor & Cristianini, 2004).

Using polynomial functions to model the interaction terms between each possibly dependent condition and , we get the model as follows:

where represents the degree of the polynomial and represents a constant that controls the flexibility of the polynomial.

### Sigmoid Functions

Sigmoid functions are another popular method for modelling interactions between inputs, particularly for capturing non-linear relationships. They are inspired by the activation functions used in neural networks and can model complex dependencies between conditions. It is especially useful in situations where the interactions between conditions exhibit saturating behavior.

Using sigmoid functions to model the interaction terms between each possibly dependent condition and , we get the model as follows:

where represents the scaling factor that controls the sensitivity to the input distance and represents a bias term.

### Gaussian Kernels

The gaussian kernel is a radial basis function (RBF) that is widely used in machine learning to measure similarity between inputs in a smooth and interpretable manner, defined as . The Gaussian kernel computes a similarity score between two inputs and , where σ is a hyperparameter standard deviation term that controls the sensitivity to differences in input. Its smooth exponential decay enables effective modeling of nuanced relationships in high-dimensional feature spaces (Rasmussen & Williams, 2006).

The reason why gaussian kernels are particularly well-suited for modeling interactions between image conditions in multi-conditional tasks because they satisfy key requirements for such applications:

1. Smooth Similarity Modeling — Gaussian kernels provide a smooth and differentiable measure of similarity, which is crucial for stable optimization and gradual alignment of conditions (Rasmussen & Williams, 2006).
2. Non-Linear Dependency Capture — Gaussian kernels naturally handle non-linear relationships between conditions without requiring explicit feature engineering (Hofmann et al, 2008).
3. Localized Influence — The exponential decay ensures that only closely related conditions strongly influence the output, minimizing the impact of irrelevant or conflicting conditions (Schölkopf & Smola, 2002).
4. Flexibility via Bandwidth Parameter (σ) — The adjustable σ allows fine-tuning of sensitivity to condition alignment, enabling the kernel to adapt to diverse condition types and scales (Rasmussen & Williams, 2006).
5. Radial Symmetry and Interpretability — Gaussian kernels treat condition pairs symmetrically and provide interpretable similarity scores, helping maintain fairness and transparency in interaction modeling (Hofmann et al, 2008).

Using Gaussian kernels to model the interaction terms between each possibly dependent condition and , we get ,

where .

The final multi-conditional energy function model with interaction-aware gaussian kernels is as follows:

## Configuration

### Pre-trained Models

### Hyperparameters

1. Weighing factors, 2. Distance formula used (L2, …etc), 3. For interaction formula choice, any hp? Eg sd for gausian kernals
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