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摘 要

从六十年代开始，传统的确定性数据管理技术得到极大的发展，现在已经是一个数百亿的数据库产业，而且其数据库的作用奠定了现代信息化社会的基础。但是，近年来随着技术的进步和人们对数据采集和处理技术的不断深入，却发现确定数据的瓶颈。确定性数据无法解释数据采样过程中出现的误差或者错误，或者说现有的确定数据不能解释不确定的现象出现。由于不确定性数据的出现，在许多主要领域，如经济、军事、物流、金融、电信等发现确定数据无法满足这种要求。同时新应用中出现不确定性数据也引发了不确定性数据管理这一新的研究课题。这些应用中相关数据的不确定性为传统的数据处理方法提出了新的挑战。因此，不确定性数据的研究成为了现阶段研究的重点。

而在不确定性数据管理研究中，还没有完全解决查询方面的问题。举个简单的例子，不同的查询方法，查询结果不一样。同时，对于U-Topk查询、U-kRanks查询、Pk-Topk查询、Pt-k查询，每次查询都会需要建立一个复杂的可能世界模型作为过渡，因此查询的效率十分低下，呈现一个几何级的增长。本文依据Pt-k算法优化的基本思路，实现该算法，并进行对优化的效率进行一个评估。

本文首先介绍了不确定性数据管理研究的一些概念和理论，构成本文的理论基础；其次，分析其他查询算法的基本情况，构成与Pt-k算法的对比实例；再次，分析Pt-k算法的优化算法，为实现该算法提供基础；最后实现该算法，并对优化后的Pt-k算法的效率进行一个效率评估。从以上的分析，我们可以提炼出不确定性数据查询的一些优化思路和策略，为以后继续研究不确定性数据管理技术提供借鉴和指导。

**关键词**：不确定性数据，Pt-k查询，TOP-K查询，效率评估

Abstract

From the 60's, the traditional deterministic data management technology is a great development, which value a database industry of several billion now, and its role in the database has laid a foundation for the modern information society. However, in recent years as technology advances and people's data acquisition and processing technology continues to in-depth, but found the data to determine the bottleneck. Deterministic data cannot explain the process of data sampling error or an error occurs, or identify existing data cannot explain the phenomenon of uncertainty. Since the phenomenon of data uncertainty in many key areas, such as economic, military, logistics, finance, telecommunications and so on, identifying data cannot be found to satisfy this requirement. New applications also appear in the data also led to uncertainty in the uncertainty of this new research data management issues. These applications, the uncertainty of the data for the traditional data processing method presented new challenges; therefore, the uncertainty of the data has become the focus of current research.

Uncertainty data management in research, have not fully resolve the query problems. Here is a simple example, for different methods query, results are different. Meanwhile, the U-Topk query, U-kRanks query, Pk-Topk query, Pt-k query, each query will need to build a complex model as the Possible World, so the efficiency is very low, showing a geometric growth. This article based on Pt-k algorithm to optimize, implementation of the algorithm, and for the optimization of the efficiency of an assessment.

This paper introduces the uncertainty of some of the data management concepts and theories, the theoretical basis of this thesis; Second, it analyzes the basic situation of the other search algorithms, composition and Pt-k algorithm comparison example; again, analysis of Pt-k algorithm optimization algorithm, provide the basis for the realization of the algorithm; finally realize the algorithm, and optimized the efficiency of Pt-k algorithm for an efficiency assessment. From the above analysis, we can extract some of the uncertainty data query optimization ideas and strategies for the future continue to study the uncertainty in data management technology to provide reference and guidance.

**Key words**: Uncertainty of the data, Pt-k queries, TOP-K queries, efficiency evaluation
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1. 绪论
   1. 不确定性数据的研究背景及意义

从六十年代开始，传统的确定性数据(deterministic data)管理技术得到极大的发展，不仅成就了一个数百亿的数据库产业，而且其数据库的作用奠定了现代信息化社会的基础。传统的确定性数据具有如下几个特点，数据的精确性和数据的存在性，就是说数据一定存在，数据的值稳定不变。这就说明了一点，确定数据是一种固化的数据，数据是某种信息的一种固有属性，而且不具有可变性。在确定数据的数据库，无论是进行TOP-K查询或者其他形式的查询，查询结果是精确的、不可变、稳定的。不确定性数据与确定数据相反，无法获知数据的存在性是不确定性数据最大的特点。

但是，在许多现实的应用中，却发现了确定数据无法满足现有信息社会的发展，主要体现在经济、军事、物流、金融、电信等领域。近年来，随着技术的进步和人们对数据采集和处理技术的不断深入，却发现确定数据的瓶颈。确定性数据无法解释数据采样过程中出现的误差或者错误，或者说确定数据有不确定的现象出现。文献认为可能是原始数据本身不准确或是采用了粗粒度的数据集合，也可能是为了满足特殊应用目的或是在处理缺失值、数据集成过程中而产生的。就是说数据是本身具有不确定性，无论它是人工造成的还是本身不精确造成的。

正是因为不确定性数据的广泛存在性，现实生活也需要不确定性数据，因此早在20世纪80年代末期，就有学者关注这方面的内容，当时关注的焦点是如何对关系数据模型进行扩展。只是近几年网络发展和数据信息膨胀特别厉害，不确定性数据才在更广的范围内得到更多的关注。根据2009年1月中国互联网信息中心（China Internet Network Information Center，CNNIC）的调查报告，截至2008年底，中国网站总数为287.8万个，全国网页总数约为160.9亿，较2007年增长90%，网页字数为460，217，386，099KB。但是互联网数据的质量却不尽如人意，作为一个典型的分散管理系统，互联网中并不存在一个统一的信息发布机构，各网站均可自由发布和维护信息。因此，当信息维护机构不同、信息更新不及时、工作人员误操作时，极易导致不同数据源（或者同一数据源内部）对同一对象描述的不确定。正是由于网络的信息的膨胀，如何处理大量的不确定性数据，成了学者们研究的重点。

同时因为在经济、军事、物流、金融、电信等领域，不确定性数据扮演着关键角色，而传统的数据管理技术却无法有效管理不确定性数据，这就引发了学术界和工业界对研发新型的不确定性数据管理技术的兴趣。

现在，基于不确定性数据，大部分学者的观点基本都是在确定数据的基础上，增加一个概率维度。就是说，在原有的确定数据后面，增加一个表述其确定数据存在性的概率，以说明有多大的概率，这个确定数据的结果确实存在。

以上内容说明了，不确定性数据的来由和不确定性数据的重要性，接着就是要说明不确定性数据和确定数据查询具有极大的差别。很明显，确定数据不具有概率维度，因此其查询结果具有一致性，无论进行多少次查询，结果是不变和固定的。不确定性数据的查询具有数据的不确定性，因此查询的结果和排序的顺序会因各种条件的变化而变化。举个简单的例子，如果不确定性数据的概率变为0，或者低于某个阈值，会导致这个数据的存在不具有意义，查询的结果就不会出现该值。

但是，大部分面向确定性数据的查询任务在不确定性数据环境中仍然具有现实意义，需要进行处理。在不确定性数据环境下，由于引入了概率维度，查询的种类反而会增加。元组的概率维度值从侧面反映了该元组的重要程度，因而影响着查询的定义。以TOP-K查询为例，在确定性数据处理领域，其意义清晰，返回确定数据的秩函数的值最大的k个元组。但在不确定性数据管理领域，秩函数值仅是其中一项因素，概率值是表征元组重要性、存在性的另一因素。在此基础上，最近出现了多种面向不确定性数据的TOP-K查询，包括U-Topk、U-kRanks、PT-k和Pk-Topk等。

总的来说，不确定性数据在一些重要应用领域中是固有存在的，如传感器网络和移动物体追踪。在不确定性数据上使用传统的查询方法会使查询结果出现偏差，不能满足用户的需求。因此，基于不确定性数据的查询处理受到了越来越多的关注 。本文主要针对Pt-k查询算法进行研究和实现，对其效率进行试验并对实验数据进行分析。

* 1. 研究现状及相关技术

本章主要阐述了不确定性数据的概念、相关理论以及不确定性数据查询的相关理论，这些都是本文结合统计数据以及各家理论，分析Pt-k查询算法的理论基础和依据。不确定性数据概念的理解是本文论述的前提，只有深刻地理解不确定性数据的定义和特征，才能就不确定性数据的查询，乃至Pt-k算法做更深层次的探讨。各学者所提出的相关理论为本文的撰写提供了基础素材和阐述思路，而仔细归纳前人的研究成果也是本文创新的基础，有关的理论在本章以下内容中均有详细说明。

* + 1. 不确定性数据的含义

申德荣等人认为不确数据就是在可能世界中的不确定信息，而且不确定性数据普遍存在，如人们只知道某一属性取值的范围或可能的取值，无法确定该属性的确切值。他还认为，目前支持的数据管理还是主要局限于确定数据的管理，这样约束了数据在实际场景中的描述，最终导致信息的缺失。不确定性数据的研究，有助于实际场景中真实数据的处理，突破确定数据的瓶颈。

裴健认为不确定性数据是由于数据产生的过程不精确产生的，而且不确定性数据存在于现在已知的大部分领域。他认为，不确定性数据一般出现在数据无法精确描述的现实场景中，同时解释了现实场景中，出现的双生现象是由不确定性数据产生的。

Motro和Trio将不确定性数据进行了一个详细的分类，并提出了不确定性数据的分类方法，将不确定性数据分为精确和不精确两种。同时，有关不精确数据的描述又有多种，如不确定的数据、概率数据、模糊集数据、近似数据、不完备数据和不精确数据等。不确定的含义是指属性值的可信性，如根据疑难病人的各项检测信息得出可能的病症，其可信度不是100%；概率是指属性取某一值的概率，如心脏病人中吸烟者占75%，非吸烟者占 25%，其概率和为 1；肥胖者得心脏病的可能性为 0.7，但没有模糊度和为1的约束；该病人的年龄在 20～25岁为近似数据；不完备的数据是指有信息丢失，如一部分病人的病例中没有记录病人的血型；不精确数据是指数据的取值可能是集合中的数据之一，等等。

文献中除了将非确定的数据定义为不确定和不精确数据外，还包括不完备、模糊、不一致、不明确。其中除了不明确为语义模糊概念外，其他都涵盖了 Trio中的定义。

可以明确的一点是，归纳已有文章中讨论的数据不确定性，现有的研究都认为，不确定性数据无法准确表明其存在性，不确定性数据无法用单一因子描述本身。就是说与确定数据的区别在于，无法使用单一变量表达，需要增加一个或多个附属变量共同描述该数据，而数据具有不确定性。归纳已有文章中讨论的数据不确定性，本文把数据分为如下几类：

**表1-1 数据分类**

|  |  |
| --- | --- |
| 确定数据 | 不确定性数据 |
| 具体值，如元组A的值为100 | 概率值，如 AMY的年龄为 34岁的概率是0.16，为 45岁的概率是 0.4 |
| 属性值，如AMY是年轻人 | 范围值，如 AMY的年龄为[32，56] |
|  | 互斥值，如 AMY的年龄或者为32或为78 |
|  | 模糊集值，如 AMY的成绩是 A的可能性为0.2，B的可能性为 0.4 |

在可能世界中，这些不确定性数据普遍存在，并交叠在一起，单一因子无法描述一个不确定性数据，需要多个不同的值组合描述一个不确定性数据的存在，如 AMY的年龄为[32，56]的概率为0.1，而取[40，45]的概率为0.2，这是将概率值与范围值结合表示属性值。很明显的是，不确定性数据的组合方式十分的丰富，无法通过单一因子描述使其与确定数据产生了巨大的不同。本文的Pt-k算法研究的数据集是概率值和互斥值的集合，就是说明数据的存在性具有一定的概率，同时有可能和其他数据互斥。这种数据构成我们研究的基础。

* + 1. 国内不确定性数据研究成果分析

在国内知名的期刊、论文数据库中以“不确定性数据”为关键字进行查询，可以发现在中国期刊全文数据库仅有13篇期刊、中国优秀硕士学位论文全文数据库仅有2篇论文、中国期刊全文数据库\_世纪期刊和中国博士学位论文全文数据库均没有相关条目。其中主要以研究不确定性数据查询相关的文章仅有2篇，提及到不确定性数据查询技术的文章仅有2篇，而且相关文章的最早发表时间是2001年2月。但是，在国外的文献数据库，早在80年代就有相关的文章，而且当前搜索结果不止100篇，国外特别是美国，有多所学校和公司成立相关研究机构，针对不确定性数据进行深入透彻的研究，并且取得不少的研究成果。可见，国内关于不确定性数据处于探索阶段，文章内容多为对国外已有研究成果进行综述性研究，没有提出较为鲜明的观点或者理论。因此，本文研究关于不确定性数据的查询技术是十分具有前瞻性和重要性。

国内关于不确定性数据研究方面的文章有，文献、文献和文献。

其中文献中，崔斌等人是针对不确定性数据查询技术的综述性研究，以国外20多篇论文为基础，针对前人研究进行概述，并没有提出鲜明的观点或者论点，相当于国外优秀不确定性数据查询技术研究成果的综述。

文献中，周傲英等人是对整个世界，在不确定性数据技术研究的综述，以国外100多篇论文为基础，泛泛的对不确定性数据进行一个概述性描述，也没有提出鲜明的观点或者论点，其中有关于不确定性数据查询技术方面的综述。内容中，也提到了关于国外正在如火如荼的对不确定性数据进行研究，而国内则没有一点动静。同时，他也认为，不确定性数据广泛存在于这个现实世界中，十分具有研究的价值和意义，非常有必要在这个方面进行深入的研究。

文献中，李建中等人提出了不确定性数据研究的一些方向和挑战，并提出一些不确定性数据管理技术的要求。但是文章的主要分析还是建立在国外已有研究的基础上展开的，没有提出一个具体的研究方向，也没有提到国内现在在不确定性数据这个方面的研究情况，或者研究项目。只是一味的对国外研究情况进行一个引用，并在其基础上，提出一些要求和不确定性数据研究方向的挑战。

从他们的文章中也可以发现，他们的研究的结果无不是建立在国外已有的研究基础上，并没有太多自己个人的观点。属于综述性文章，所以我找了一篇和不确定性数据有一定关系的文献进行研究。申德荣等人在文献中提出出匹配度和完备度概念，并给出了匹配模型；提出基于 range数据类型的匹配度和完备度为最小粒度,定义了其他类型的不确定数据类型的匹配规则，并给出了相应的匹配规则定义。但是作者的观点也是建立在国外已有的研究基础上。

由此可见，国内在不确定性数据研究方向，特别是查询技术研究方向，没有任何的研究成果，所以针对不确定性数据的查询技术进行一个深入的研究是十分有必要的。

* + 1. 国外不确定性数据研究成果分析

国外在关于不确定性数据的研究，有许多研究成果，在此，就不一一列举，仅仅是列举几个比较具有代表性的研究成果，还有国外研究的情况，并对此进行一个简单的分析。

下面介绍一些知名大学以及公司的研究机构正在进行的相关科研项目的基本情况，并对其进行分析，从而可以了解到国外的研究情况

**表1-2 知名大学以及公司的研究机构的不确定研究项目列举**

|  |  |
| --- | --- |
| 多伦多大学  http://queens.db.toronto.edu/project/conquer/ | ConQuer项目，Renée J. Miller领导的研究小组，主要研究方向是针对不一致数据库的管理技术，利用重写SQL语句优化查询和系统执行，建立一个高效和可伸缩的数据库。 |
| 普度大学  http://orion.cs.purdue.edu/index.html | Orion项目，研究的是一个处理模糊数据的数据库管理系统。相对于其他的不确定性数据数据库，同时支持任意的属性和相关元组的不确定性，使数据库准确地处理离散和连续的数据。 |
| 斯坦福大学  http://infolab.stanford.edu/trio/ | Trio项目，基于称为ULDBs扩展关系模型，它支持基于SQL的查询语言TriQL，研究不确定性数据的世系分析。Trio可以在广泛的领域使用，主要包括以下领域：传感器数据管理，数据清理和整合，信息提取系统，以及近似和假设查询处理。 |
| 康奈尔大学  http://www.cs.cornell.edu/bigreddata/maybms/ | MayBMS项目，由Lyublena Antova 领导的小组，主要关注于如何利用和扩展成熟的关系数据库技术在不确定性数据查询和管理技术方面进行优化，研究其鲁棒性和可扩展性。 |
| 华盛顿大学  http://www.cs.washington.edu/homes/suciu/project-mystiq.html | MystiQ项目，是由Nilesh Dalvi领导的研究小组，MystiQ利用概率模型对来源于大量不同来源的不确定性数据进行查询研究，现在该项目的目标是发展在大型的不确定性数据库进行有效查询的技术。同时，研究小组认为，数据的来源十分重要，如何在多源数据库找到数据的联系是关键。 |
| 英特尔/加州大学伯克利分校  http://www.eecs.berkeley.edu/Research/Projects/Data/102060.html | BayesStore项目，由Eirinaios C. Michelakis领导的研究小组，该项目的主要研究一种新的基于概率模型和统计的不确定性数据管理架构。主要努力方向是在实现高效率的SQL查询算法，增加概率关系运算符的引擎。该项目的主要目的是（1）支持不同模式的高效查询处理；（2）在引入新的模型和算法的时候，能有扩展的API提供；（3）支持大型的数据库 |
| 马里兰大学  http://www.cs.umd.edu/~vs/research.htm#pdb | ProDBs项目，研究重点是在概率数据库，提出了第一个概率数据模型，ProView，后续扩展这个数据模型，处理实时性的概率数据库和XML数据库。该项目现在的重点放在了概率聚集效率方面和概率数据库的时空概念。 |
| IBM Almaden  http://www.almaden.ibm.com/cs/projects/avatar/ | Avatar项目，该项目有两大目标：（1）从非结构化数据中抽取结构化的信息；（2）基于这类信息构建下一代搜索和商业智能应用。该项目正在进行对概率数据库的研究，同时该项目还研究信息检索、自动学习机器。 |

由上表可以看出，不确定性数据管理正成为一个研究热点，国外针对不确定性数据研究已经进行得如火如荼，而国内则鲜有动静，因此，对不确定性数据进行研究是十分有必要和具有前瞻性意义。

可以看到，国外一些研究机构都对概率数据库研究十分感兴趣，概率数据库的研究是不确定性数据的研究重点。本文研究的Pt-k算法也是基于概率型的不确定性数据，进行一个有效的查询，并对查询效率进行一个分析。

另外，关于国外研究成果方面，还有Ré与Suciu观察到不确定性数据广泛出现在诸多应用之中，并总结了不确定性数据管理所面临的巨大挑战，同时，他们也讲述了不确定性数据的有关概念和现有的研究情况。同时，Dalvi和Suciu进一步从理论角度阐述不确定性数据管理的基础与挑战，并且分析了不确定性数据的一些难点。还有Aggarwal与Yu从算法与应用角度综述了不确定性数据管理技术。Pei等人回顾了近期不确定性查询处理方面的进展，尤其是他们自己的研究成果，如何提高不确定性数据查询的效率是他们研究的重点，包括范围查询、skyline查询与Ranking查询等。

之所以说不确定性数据是近期世界研究的重点，是因为整个世界，除了以上所说的研究机构和研究学者，不确定性数据的概念和研究成果，多次在近几年的国际会议上频频提出。不仅如此，在国际上知名的国际期刊也是有重点的提到不确定性数据研究，例如SIGMOD（Special Interest Group for the Management of Data）、VLDB（Very Large Data Bases）、ICDE（International Conference on Data Engineering）、TODS（Transactions on Database Systems）、VLDBJ（Very Large Data Base Journal）、TKDE（Transactions on Knowledge and Data Engineering）等。此外，一些主流的国际会议也积极召开一些小型的研讨会，讨论不确定性数据的热点话题。还有，近几年关于不确定性数据管理方面的研讨会有：IEEE ICDM会议的DUNE 2007，IEEE ICDE 会议的MOUND 2009，VLDB会议的MUD 2007和MUD 2008等。同时，国际一流刊物VLDBJ和TKDE也在2009年和将在2010年分别刊出一个关于该主题的特刊（Special Issue）。因此，不确定性数据正成为一个研究热点。

* + 1. 不确定性数据查询算法的特点

不确定性数据和确定数据是完全不同的两种事物，确定数据是一种类似于“真理”的存在，无法辩驳，无法修改，永远正确的，因此，关于确定数据的查询结果特点就是，结果同样也是一种“真理”存在，不会变化的。

但是，不确定性数据，完全不同，它类似于“量子”，带有概率性的运动，不确定性，无法确认其存在性，只能用一种概率模型进行一个抽象的描述，是不确定性数据的最大特点。

虽然我们知道不确定性数据仅仅比确定数据多一个概率维度，但是关于不确定性数据的查询结果却远远不一样，运用不同的查询算法，查询结果往往不同。对于概率维度，常常用到可能世界（Possible World）模型，它是描述不确定性数据的通用模型，可见传统数据模型无法准确描述不确定性数据。该模型包含若干个可能世界实例，在各个实例中，一部分元组存在，剩余元组不存在。可能世界实例的发生概率等于实例内元组的概率乘积和实例外元组的不发生概率的乘积之积。所有可能世界实例的发生概率之和等于1。但是，往往根据不同的查询算法，所构建的可能世界可能是不同的，所以也导致结果的不确定性。

以图1为例，三种夸克（十字形是奇夸克，正方形是上夸克，圆形是下夸克）在某个区域出现的概率分别是0.7、0.6和0.5，颜色表示各夸克存在时的概率值。则共有23=8个可能世界实例，各实例的发生概率依赖于所包含的元组集合。例如，仅包含上夸克（正方形）、下夸克（圆形）两种夸克的可能世界实例的发生概率等于(1-0.7)×0.6×0.5=0.09。

图1-1 可能世界模型实例

|  |  |  |  |
| --- | --- | --- | --- |
| 数据序列 | | | |
| 时间 | 1 | 2 | 3 |
| 夸克 |  |  |  |
| 概率 | 0.7 | 0.6 | 0.5 |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 1 |  | 0.21 |  | 5 |  | 0.06 |
| 2 |  | 0.09 | 6 |  | 0.09 |
| 3 |  | 0.14 | 7 |  | 0.14 |
| 4 |  | 0.21 | 8 |  | 0.06 |

从上面一个例子可以看到，利用可能世界（Possible World）模型解决一个简单的不确定性数据的问题，3个元组需要用到8个可能世界。如果假设元组仅仅含有是否存在这种单一的不确定性，那么对于N条记录，就能演化出2N个可能世界，如果通过简单罗列可能世界，是无法解决一个简单的查询，因为已经无法忍受查询时候，产生的时间消耗。那么，如果元组还有其他的不确定性，如之前提到过的，有可能与其他元组互斥，无法共存，此时的查询处理就更加复杂，如果按照传统的查询思维，以“枚举所有可能世界实例，计算基于该实例的查询结果，然后得出结果集”的处理方式，是无法处理一个最简单的查询。因而，不确定性数据的查询技术成为了研究的重点，迫切需要结合各种减枝、排序等技术以快速计算查询结果。查询技术本身的效率问题就是不确定性数据管理技术的难点和首要解决问题之一。

因此，概率维度不是普通的维度，它的出现改变了传统的数据处理模式。

* 1. 论文研究内容及组织结构

本文主要采用定量分析，从理论到实践、宏观与微观相结合的方法。同时，综合应用对比分析和实践研究。通过分析国内外不确定性数据研究的现状，指出不确定性数据查询亟待解决的问题；又通过针对Pt-k算法进行一个深入的研究分析，将本文的理论应用到现实数据中去。最终，评估该算法的效率，力求使本文的研究成果既有理论意义，又有实际意义。

本文的结构和各章研究的主要内容如下：

第一章绪论首先说明了本文的研究背景和意义，接着解释了本文主要讲述的内容。并阐述了不确定性数据相关的理论，还有分析不确定性数据查询亟待解决的问题。

第二章主要是针对现在比较热门的查询算法，skyline查询和TOP-K查询进行简单的阐述，并且分析现有的不确定性数据查询算法，为后面和Pt-k算法进行比较奠定理论基础。

第三章主要针对Pt-k查询算法进行深入的理论研究和分析，为实现该算法提供理论依据。

第四章主要是描述Pt-k查询算法的设计与实现，分析和设计元组压缩、统治集概率、前缀共享和减枝技术这四个方面的模块，并且针对每一个方面的模块细节进行一个详细的阐述。

第五章主要是对该算法进行测试，接着进行实验，并分析其数据，评估其效率。

第六章是进行总结和展望。

最后是根据前文的实验结果得出结论。

1. 不确定性数据集与查询处理综述
2. 1. 引言

正如上一章对不确定性数据的描述一样，在现今社会，不确定性数据已经是广泛的存在，如传感器网络和移动物体查询。正如上一章讨论的内容，传统的查询处理方法已经对不确定性数据不再适用，无法解决不确定性数据的查询问题，而可能世界（Possible World）模型是通向解决办法的一条途径。但是，也要清晰明白，我们不可能列举所有的可能世界。

在数据存在不确定性的前提下，概率不确定性数据模型也许是我们的解决办法之一。同时，基于该模型的查询能够根据不确定性数据的不确定性区间及其上的概率分布函数得出比传统查询方法含有更多有用信息、具有一定概率保证、更可信的查询结果，但是也付出了更多的计算代价，计算方法更为复杂。这就需要更加高效的查询方法，本章会就现有关于不确定性数据的查询技术进行简单的分析。

本章根据不确定性数据查询方法的分类，介绍各种查询的计算方法，并对某些查询的计算方法提出改进；本章从问题定义和算法等角度对不确定性数据上TOP-K查询和skyline查询分别进行介绍。

* 1. U-Topk算法
     1. U-Topk算法基本思想

U-Topk查询返回一个长度为 k 的元组矢量，它在所有可能世界中的发生概率最大。当我们要求TOP-K返回的所有元组都来自同一个可能世界的时候，使用U-Topk查询是适合的。

* + 1. U-Topk算法分析

**定义2-1** Uncertain Top–k Query (U-Topk)：令D为一个不确定性数据库，它的可能世界空间为PW={PW1,...,PWn}。令T={T1,...Tm}为一系列长度为k的元组矢量，对于每个Ti∈T：（1）Ti中的所有元组是按照得分函数F排名的，（2）Ti是非空可能世界![](data:image/x-wmf;base64,183GmgAAAAAAAIAJQAIACQAAAADRVQEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKACRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ACQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+TIXaAASV2UkJmSwQAAAAtAQAACAAAADIKoAHpBgIAAABQVwgAAAAyCqABHAMBAAAAVFcIAAAAMgqgAUYAAgAAAFBXHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjgGACPkyF2gAEldlJCZksEAAAALQEBAAQAAADwAQAACAAAADIK9AAsBAEAAABpVxwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2Di4KPWiMXQBY4BgAj5MhdoABJXZSQmZLBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABbwUBAAAAzVccAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+TIXaAASV2UkJmSwQAAAAtAQEABAAAAPABAAAIAAAAMgqgAZ0EAQAAAClXCAAAADIKoAGqAgEAAAAoVwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAEtSQmZLAAAKADgAigEAAAAAAAAAAHTiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的TOP-K查询结果。基于F的U-Topk查询返回T\*∈T，其中

![](data:image/x-wmf;base64,183GmgAAAAAAAMAVwAIACQAAAAARSQEACQAAAz0CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwALAFRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AFQAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdjo2CqZIKWcAFPEYAI+TIXaAASV2/0Bm4AQAAAAtAQAACAAAADIK+QHBCgEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2wx4K4ygpZwAU8RgAj5MhdoABJXb/QGbgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkEC5QwBAAAAznkIAAAAMgozAucIAQAAAM55HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHY6NgqnSClnABTxGACPkyF2gAEldv9AZuAEAAAALQEAAAQAAADwAQEACAAAADIKoAEiAgEAAAA9eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5MhdoABJXb/QGbgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkECNBABAAAAKXkIAAAAMgpBAvAOAQAAACh5CAAAADIK9AAzAQEAAAAqeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5MhdoABJXb/QGbgBAAAAC0BAAAEAAAA8AEBAAkAAAAyCqABDBQDAAAAKSkpZQkAAAAyCqABrBAEAAAAKFByKAgAAAAyCqABOgoBAAAAKFAJAAAAMgqgAWYFAwAAAG1heCgJAAAAMgqgAUoDAwAAAGFyZygIAAAAMgqgATQAAQAAAFRyHAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACPkyF2gAEldv9AZuAEAAAALQEBAAQAAADwAQAACAAAADIK3QHdDwEAAABpcggAAAAyCs8BrQgBAAAAaXIcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+TIXaAASV2/0Bm4AQAAAAtAQAABAAAAPABAQAIAAAAMgpBAj8PAQAAAFRyCAAAADIKQQJ/DQIAAABQVwgAAAAyCkECYwwBAAAAd1cIAAAAMgozAm0JAQAAAFRXCAAAADIKMwIPCAEAAABUVxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5MhdoABJXb/QGbgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABEBMBAAAAd1cKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDg/0Bm4AAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) （2-1）

U-Topk查询返回一个长度为 k 的元组矢量 ,它在所有可能世界中的发生概率最大。当我们要求TOP-K返回的所有元组都来自同一个可能世界的时候，使用U-Topk查询是适合的。

对于U-Topk查询, 我们可以使用它的优化算法OPTU-Topk算法，该算法的基本思路是：

（1） 设置一个以搜索状态概率优先级排序的队列Q，初始化时插入s0, 0 , 概率P(s0, 0)=1。

（2）当Q不为空时不断执行下面操作：从 Q中弹出sl , i；如果 l = k时返回 sl , i，否则根据i和d的比较情况选择下一个要访问的元组t；分别对 t可以加入和不加入 sl , i两种情况，将sl+1, i+1和sl , i+1插回Q。

* 1. U-kRanks算法
     1. U-kRanks算法基本思想

U-kRanks查询返回在各个级别中出现的总概率最大的元组。这些元组不一定是最可能成为TOP-K矢量的，它们也不一定都出现在同一个可能世界，并且同一个元组有可能在结果集里面出现多次。这类查询适合那些对元组来自不同世界没有限制的查询。

* + 1. U-kRanks算法分析

**定义2-2** Uncertain k Ranks Query (U-kRanks)：令D为一个不确定性数据库，它的可能世界空间为PW={PW1,...,PWn}。对于i=1...K,令![](data:image/x-wmf;base64,183GmgAAAAAAAIAGYAIBCQAAAADwWgEACQAAA0sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKABhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ABgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+TIXaAASV2EChmbwQAAAAtAQAACAAAADIKoAGhBQEAAAB9eQoAAAAyCqABBAIFAAAALC4uLiwACAAAADIKoAEWAAEAAAB7LhwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBY4BgAj5MhdoABJXYQKGZvBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAgAEBAAAAMS4cAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+TIXaAASV2EChmbwQAAAAtAQAABAAAAPABAQAIAAAAMgr0AOkEAQAAAG0uCAAAADIKAALMBAEAAABpLggAAAAyCgACfAEBAAAAaS4cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+TIXaAASV2EChmbwQAAAAtAQEABAAAAPABAAAIAAAAMgqgASYEAQAAAHguCAAAADIKoAHWAAEAAAB4LgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAG8QKGZvAAAKADgAigEAAAAAAAAAAHTiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)为一系列的元组，每个元组![](data:image/x-wmf;base64,183GmgAAAAAAAMABYAICCQAAAACzXQEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+TIXaAASV2RTFmvAQAAAAtAQAACAAAADIK9AA4AQEAAABqeQgAAAAyCgAC8gABAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+TIXaAASV2RTFmvAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUwAAQAAAHh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AvEUxZrwAAAoAOACKAQAAAAAAAAAAdOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)在一个基于得分函数F的可能世界![](data:image/x-wmf;base64,183GmgAAAAAAAKAJYAIACQAAAADRVQEACQAAA0EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gCQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+TIXaAASV2yEBmHgQAAAAtAQAACAAAADIKoAHzBgIAAABQVwgAAAAyCqABRgMBAAAAeFcIAAAAMgqgAUYAAgAAAFBXHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjgGACPkyF2gAEldshAZh4EAAAALQEBAAQAAADwAQAACAAAADIK9AAyBAEAAABqVwgAAAAyCgAC7AMBAAAAaVccAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdl08Cjp4vCoAWOAYAI+TIXaAASV2yEBmHgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAXkFAQAAAM1XHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjgGACPkyF2gAEldshAZh4EAAAALQEBAAQAAADwAQAACAAAADIKoAGnBAEAAAApVwgAAAAyCqABqgIBAAAAKFcKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAeyEBmHgAACgA4AIoBAAAAAAAAAAB04hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)中排名i.一个基于F的U-kRanks查询返回
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U-kRanks查询返回在各个级别中出现的总概率最大的元组。这些元组不一定是最可能成为TOP-K矢量的，它们也不一定都出现在同一个可能世界，并且同一个元组有可能在结果集里面出现多次。这类查询适合那些对元组来自不同世界没有限制的查询。

对于U-kRanks查询，根据文献可以使用 OPTU-kRanks优化算法，该算法的基本思路是：在计算排名i时，对于一个新来的元组t，计算其在所有可能世界在排名i上出现的概率Pti；如果Pti比目前答案的概率大，并且比将未见元组考虑进来时的概率也大，那么t是结果集中排名为 i的元组。

* 1. Pk-Topk算法
     1. Pk-Topk算法基本思想

Pk-Topk返回所有在可能世界实例中成为 TOP-K 的总概率最大的k个元组。Pk-Topk与PT-k查询算法很相似，只不过它没有用到阈值p将所有可能在TOP-K出现的元组输出，而是返回元组的个数是固定的k个。

* + 1. Pk-Topk算法分析

和Pt-k算法一样，Pk-Topk算法比较容易理解，在不确定性数据的可能世界模型中，Pk-Topk是将处于可能世界的前K个，而且只输出K个值，后面的值就不再输出。可以用以下表达式进行表述，

**定义2-3** Possibility k Top–k Query (Pk-Topk)：T是可能世界模型中元组的集合，t是元组， 是对t元组进行TOP-K查询后输出的概率值，p是阈值。

![](data:image/x-wmf;base64,183GmgAAAAAAACAEgAIBCQAAAACwWAEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAwAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+TkXaAAZV2MUBmawQAAAAtAQAACAAAADIKoAFlAwEAAAApeQgAAAAyCqABYwIBAAAAKHkIAAAAMgqgAToAAgAAAFByHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGACPk5F2gAGVdjFAZmsEAAAALQEBAAQAAADwAQAACAAAADIKoAHhAgEAAAB0chwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAj5ORdoABlXYxQGZrBAAAAC0BAAAEAAAA8AEBAAgAAAAyCvQAuQEBAAAAa3IIAAAAMgoAAoIBAQAAAFFyCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AazFAZmsAAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

（2-3）
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* 1. Skyline查询算法
     1. Skyline算法基本思想

上面几个算法都是属于TOP-K查询算法在不确定性数据方面的几种表述。Skyline 查询和上面的TOP-K查询不同，是另外一种解决不确定性数据查询问题的方法。Skyline 查询能用于解决多准则决策(Muli-Criteria Decision-Making，MCDM) 问题。
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Skyline简单来说是定义在多属性对象集(U)上的集合，它由u中所有不被其它对象所“支配”的对象组成。所谓支配是指：如果说对象p支配q(![](data:image/x-wmf;base64,183GmgAAAAAAAGAFAAICCQAAAABzWQEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgBRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+TkXaAAZV2LmFmVwQAAAAtAQAACAAAADIKYAHUAwEAAABVeQgAAAAyCmABugEBAAAAcXkIAAAAMgpgAWoAAQAAAHB5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHaASAqiwF5jABTxGACPk5F2gAGVdi5hZlcEAAAALQEBAAQAAADwAQAACAAAADIKYAGyAgEAAADOeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5ORdoABlXYuYWZXBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABMAEBAAAALHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBXLmFmVwAACgA4AIoBAAAAAAEAAAAw8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==))，则p在任意属性上的取值都不“差”于q，且p至少在某一属性上取值“优”于q。

Skyline查询与TOP-K查询十分不同，他是从另外一个角度去考虑，不确定性数据。TOP-K查询主要考虑的是值的排序还有兼顾于概率维度，计算起来比较简单方便，而Skyline查询则不同，是完全另外一种思维，利用多维度的思想，以几何的方式解决查询问题，现在Skyline查询也是比较热门的研究方向，在数据挖掘领域以及多规则决策应用领域发挥着重要作用。Skyline查询也有在概率维度方面的研究成果，Pei等人根据可能世界模型定义了概率 Skyline查询，p-Skyline查询。

* + 1. Skyline算法分析

Skvline查询最早由Brozonyi等人在文献提出，它们还给了一个生动的例子来阐述skyline的应用意义：假设游客Laneelot要到美丽的巴哈马首都Nassau去旅游。他想选一家既能观赏到美丽海景又不是太贵的酒店。然而，鱼与熊掌不可兼得，这两个属性往往是互斥的：靠近海边的酒店费用往往比较昂贵，而费用低廉的酒店往往远离海边。要在旅游业数据库中找到哪一家宾馆对 Laneelot最合适将是个不小的挑战，但旅行社至少可以找出那些Laneelot可能感兴趣的酒店。所谓“可能感兴趣”的宾馆显然就就是那些不被其它宾馆所“支配”的宾馆，这些不被支配的宾馆就构成了skyline(由其外形而得名)。

Skvline只包含那些用户最可能感兴趣的对象。在最优化决策时，用户显然只需要考虑那些属于Skyline的对象，而不必再关心那些被过滤掉的对象。这样用户就可以在小规模的Skyline对象集上按照自己的偏好进行选择。自从Skyline查询在学术界被提出以来，它就一直是一个非常活跃的研究领域，并且被广泛应用于城市导航、多标准决策、数据挖掘可视化及用户偏好查询等领域。

* 1. 本章小结

关于不确定性数据的查询种类丰富，在确定性数据下，单一的TOP-K查询也能演化成多种复杂的查询。这样，就侧面反映了不确定性数据的查询内涵十分丰富，虽然只是仅仅在增加一个概率维度上进行讨论，就有四种典型的查询方式，还有其优化的方式，且还没有把我们接下来的介绍的Pt-k算法囊括其中。这就能更加明确了一点，不确定性数据的查询研究是一个重点，同时，是一个难点，出现了这么多种不同的查询方式，但是还没有哪一种查询方式的效率比较突出，只能在某种领域或者方面占优，可见，不确定性数据的查询技术还有相当的技术难关。关于Pt-k查询算法会在接下来一章进行比较详细的叙述，所以这里不继续展开介绍。本章所在的重点是片面的介绍以概率为基础的，发展比较完善的查询算法。本章的2.2到2.4节主要讲述的就是多种TOP-K算法。2.5节主要讲述Skyline查询，它在数据挖掘领域以及多规则决策应用领域发挥着重要作用。

本章主要是针对现在比较热门的几个查询算法，TOP-K查询和skyline查询进行简单的阐述，并且分析现有的不确定性数据查询算法，为Pt-k算法和第五章实验进行比较奠定理论基础。

1. Pt-k查询算法理论研究
2. 1. 引言

上一章就一些现在比较流行的不确定性数据的算法进行了一个简单的综述和分析，同时可以作为本章内容的一个铺垫。上一章也提到TOP-K算法，接下来讨论的内容也是TOP-K算法的一种——Pt-k算法，也就是本文研究的重点。Pt-k算法最早是在文献提出来的，采用的也是不确定性数据模型也是可能世界模型。

Pt-k算法作为TOP-K查询算法在不确定性数据上的一种类型，反映的是元组在查询中处于较有利的元组，并且提出阈值概念，增加了查询的可控性。Pt-k算法比U-kRanks和U-Topk效率更高，因为U-Topk和U-kRanks查询都是对“排名敏感”，这就要求实例化所有的可能状态。而PT-k查询时不用理会各个元组的排列的，只要他们出现在TOP-K的概率大于给定的阈值就可以了。因此PT-k查询不需要维护像U-Topk和U-kRanks查询那么多的状态，可以利用更加高效的算法来进行PT-k查询。这也是选择Pt-k算法作为研究对象最重要的原因。

本章的研究基础是来自于文献不确定性数据集上的Pt-k查询技术。

要对Pt-k算法进行研究，需要考虑以下几个方面的内容：查询结果的质量、查询的效率、查询的基本方法。首先，我们通过例3-1，先了解不确定性数据和Pt-k查询的基本概念。

**例3-1** 世界上最大的鲸鱼，蓝鲸，也是一种濒危动物，科学家为了研究这种濒危动物在地球上的繁衍过程，以保证其能够继续在地球上繁衍生息，还有调查其种群情况，常常会在某些蓝鲸皮肤上安装传感器。然后利用海洋上的监测器，统计蓝鲸种群情况。但是，由于蓝鲸在海上，传感器不敏感或者发生故障的概率较高，侦察不能保证十分精确。但是，侦察的置信度通常可以精确统计出来。表3-1显示的是一些传感器侦察蓝鲸的情况。当传感器侦察到蓝鲸在附近经过时，会记录该动物出现的时间和逗留的时间。

在某些地点，需要设置多个侦察器去侦察目标。有两个侦察器在同一个地方（如，B206和B231，S063和S732）同时侦察到目标，记录包括Record2和Record3，Record5和Record6。在这种情况下，最多只有一个传感器是正确的。因为，侦察点都是不会互相覆盖侦察区域的，而且每一个被标记的蓝鲸，其传感器编号都是唯一的，而且被标记过的蓝鲸就不必要被标记，而且每次被标记的蓝鲸都是在种群中随机抽取的样本，因此，对于科学家研究蓝鲸的种群是十分有意义的。但是，由于传感器的误差对科学家的研究有着巨大的影响，所以更加需要处理这种不确定性数据。

表3-1 蓝鲸种群侦察的记录

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| RecordID | 地点 | 时间 | 传感器编号 | 逗留时间（分） | 置信度 |
| Record1 | 印度洋 | 9/2/06 2:14 | A101 | 25 | 0.3 |
| Record2 | 北冰洋 | 6/12/09 4:07 | B206 | 21 | 0.4 |
| Record3 | 北冰洋 | 6/12/09 4:09 | B231 | 13 | 0.5 |
| Record4 | 大西洋 | 3/13/06 22:31 | E101 | 12 | 1.0 |
| Record5 | 南太平洋 | 12/12/06 20:32 | S063 | 17 | 0.8 |
| Record6 | 南太平洋 | 12/13/06 22:28 | S732 | 11 | 0.2 |

首先，我们考虑用到可能世界语义模型，利用这个模型我们可以提高查询的效率，就好像文献。数据可以经过重新处理得出可能世界的集合。可能世界的集合可以通过一些约束规则进行划分。在表3-1中，Record2和Record3不能同时是真，Record5和Record6也是，因此我们可以认为他们在生成规则中，Record2 ⊕Record3，还有R5 ⊕ R6。以下的表3-2就是展示了所有可能世界的集合。

所有的TOP-K算法基本思路都是首先列举所有可能世界的集合，然后再继续处理，这也是处理效率低下最重要的原因。

表3-2 可能世界的集合

|  |  |  |
| --- | --- | --- |
| 可能世界 | 概率 | Top-2 逗留时间 |
| W1= {Record1,Record2,Record4,Record5} | 0.096 | Record 1,Record2 |
| W2= {Record1,Record2,Record4,Record6} | 0.024 | Record1,Record2 |
| W3= {Record1,Record3,Record4,Record5} | 0.12 | Record1,Record5 |
| W4= {Record1,Record3,Record4,Record6} | 0.03 | Record1,Record3 |
| W5= {Record1,Record4,Record5} | 0.024 | Record1,Record5 |
| W6= {Record1,Record4,Record6} | 0.006 | Record1,Record4 |
| W7= {Record2,Record4,Record5} | 0.224 | Record2,Record5 |
| W8= {Record2,Record4,Record6} | 0.056 | Record2,Record4 |
| W9= {Record3,Record4,Record5} | 0.28 | Record5,Record3 |
| W10= {Record3,Record4,Record6} | 0.07 | Record3,Record4 |
| W11 = {Record4,Record5} | 0.056 | Record5,Record4 |
| W12 = {Record4,Record6} | 0.014 | Record4,Record6 |

表3-3 关于表3-1中数据TOP-2的值

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| RecordID | Record1 | Record2 | Record3 | Record4 | Record5 | Record6 |
| 概率 | 0.300 | 0.400 | 0.380 | 0.202 | 0.704 | 0.014 |

TOP-K算法经常被用来处理不确定性数据，例如科学家对TOP-2在逗留时间上有兴趣。在不同的可能世界去回答这个问题将会十分的困难。表3-2就展示了所有可能世界的TOP-2记录。

但是我们通过对所有可能世界的进行计算，求出每个元组的TOP-2的概率（表3-3）十分感兴趣，具体的方法会在3.3节进行阐述。这里说明表3-3，每一个记录的概率是通过该元组在所有可能世界在TOP-2出现的概率和。通过表3-3，将十分容易找到超过阈值的元组，举个例子，我们假如将p=0.35，则{Record2，Record3，Record5}将会是Pt-k查询后的结果。如果是U-Topk查询的话则返回<Record5，Record3>，U-kRanks查询则返回<Record5，Record5>。

我们从上面的例子可以发现，当元组个数是一定的时候，如果这种互斥现象越多，产生的可能世界模型越多，它是几何级增长的。可以设想一下，假设其中有M条互斥现象，如果某个元组的置信度小于1且独立于其他元组，则可以认为它的否定现象为它的互斥元组。在100个元组内，如果都是互相独立的置信度小于1的元组，则产生的可能世界已经超过现有计算机的计算能力，2100个可能世界需要维护，以一个可能世界由一个byte存储计算，需要2100byte，就是说270G byte，不用说，即使现在最大的超级电脑，内存也没有这个容量。同时，明显它的计算时间也是一个无法计算的值，从时间效率和空间效率来说，这种以枚举所有可能世界的算法是不可取的。

我之所以选择Pt-k算法进行研究的一个最大原因就是，U-Topk和U-kRanks查询算法都需要将所有可能世界实例化，同时不能避免元组重复出现，另一方面，Pt-k算法可以找出概率较高的元组，而不是排名靠前的元组，Pt-k算法适合更高效的方法，所以我将研究的重点放在了Pt-k算法中。

在接下来的几节中，我们将针对这个算法进行一个详细的分析和叙述，用来奠定我们在实现该算法和实验的理论基础。我们将通过介绍文献不确定性数据集上Pt-k查询技术，展示一种比较高效的Pt-k查询。

* 1. 术语定义

t: 元组，包含一个数据值和一个概率值

T: 包含一系列的元组，这些元组的出现概率Pr(t)>0

R: 生成规则明确了一系列的互斥元组，这些元组的概率加起来小于等于1，并且在一个可能世界实例，每个生成规则最多只能出现一个元组

![](data:image/x-wmf;base64,183GmgAAAAAAAEACwAECCQAAAACTXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe929VZmAQQAAAAtAQAACAAAADIKYAFgAQEAAABUeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB25x8Kyyh8VQAU8RgAj5PrdoAB73b1VmYBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABLgABAAAAwnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAB9VZmAQAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==): 有且只有一个元组的生成规则的集合

W: 一个可能世界，在该世界中，所有生成规则最多只出现一个元组
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Sti: 统治集，排在t前面的元组的集合
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* 1. Pt-k查询算法定义

上面我们已经对TOP-K算法现有的弊端进行了讨论，对于仅仅100个元组的不确定性数据的查询，无论是时间消耗或者空间消耗都是无法计算的，我们需要对这种算法进行一个优化，首先考虑的情况就是元组互相独立，这样的好处就是元组之间不会互斥现象，方便计算。接着我们需要一种高效的方法去实现Pt-k算法。

然后，我们需要理解的是，如果要用到所有元组，则肯定会需要利用上面提到的可能世界语义模型，这个模型可以方便我们理解如何优化Pt-k算法。

对于一个可能世界，它可以表述为：如果生成规则R和可能世界模型有交集，则交集的秩为1（这就是受互斥值的影响），且概率存在，那么，这个可能世界的概率就是所有交集的元组概率积与所有没有发生交集元组的概率积的积。这个表述和基本概率知识表述一样，发生此类事件的概率与不发生此类事件的概率积。

一般地，不确定表 T包含许多元组,每个元组t属于T的概率是 Pr(t)。生成规则R规定了不能同时存在的元组，R：![](data:image/x-wmf;base64,183GmgAAAAAAAOAGwAEBCQAAAAAwWQEACQAAA2YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHgBhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92JhlmtgQAAAAtAQAACAAAADIKYAHVBQIAAABybQgAAAAyCmABmgABAAAAcm0cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92JhlmtgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAWkFAQAAAHRtCAAAADIKYAEuAAEAAAB0bRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2klYKk9AjlQAU8RgAj5PrdoAB73YmGWa2BAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABCQQBAAAAxW0IAAAAMgpgAW0BAQAAAMVtHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACPk+t2gAHvdiYZZrYEAAAALQEBAAQAAADwAQAACQAAADIKYAHBAgMAAAAuLi5lHAAAAPsCYP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACPk+t2gAHvdiYZZrYEAAAALQEAAAQAAADwAQEACAAAADIKYAHlAAEAAAAxLgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtALYmGWa2AAAKADgAigEAAAAAAQAAADDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，R的概率 Pr(R) 为 R中所有元组的概率和。T上所有的产生规则构成了产生规则集合 RT。一个可能世界W是 T的子集。W的存在概率计算公式如式 (3-1) 所示。Pr(W)是所有可能世界的集合。
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（3-1）

显然，对于一个可能世界W，Pr(W)>0，进一步， ，所有可能世界概率和为1 。这个很明显，就是将所有可能事件列举出来，那么，概率和必然为1
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一个生成规则的长度(length)就是这个规则的元组的数目，表示为|R|，就是它的秩。

一个可能世界W就是T的一个子集，使得对每一个生成规则 ：如果Pr(R)=1，则R是独立元组，则|R∩W|=1；如果Pr（R)＜1则|R∩W|≤1。如果|R|>1，则R是一个多元规则，里面的元组是依赖关系，否则是互相独立的关系。

对于一个不确定表T，它的生成规则集合为![](data:image/x-wmf;base64,183GmgAAAAAAAHsC7QHgCQAAAABnXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bhHXAYId1TBFmCAQAAAAtAQAACAAAADIKYAFgAQEAAABUeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1YxEKVihvMwCg4xIADpuEdcBgh3VMEWYIBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABLgABAAAAwnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAITBFmCAAACgBHAIoBAAAAAAAAAACQ5RIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，他的所有可能世界实例的数目就是那些概率为1的生成规则的长度与那些概率不为1的生成规则的长度加1的和的乘积。表示为：
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（3-2）

一个TOP-K查询表示为Qk(P，f)，包含一个谓词P，一个排序函数f，和一个整型k>0。Qk(W)表示TOP-K在可能世界W上查询Q返回的元组集合，它包含k个元组。一个传统的 TOP-K查询 Q可以直接应用到可能世界W上，用 Qk(W)表示结果集中的 k个元组。一个元组 t的 TOP-K概率计算公式如式 (3-3) 所示，在没有歧义的情况下我们简写为Prk( t)。则 PT- k查询结果集中所包含元组的 TOP-K概率至少是p，p是给定的极限值。

（3-3）
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PT-k返回所有在可能世界实例中成为 TOP-K 的总概率超过阈值的元组，他的结果集合是：

（3-4）

![](data:image/x-wmf;base64,183GmgAAAAAAAAsawQLrCQAAAAAwRgEACQAAA8sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgFxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gFwAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2PxNm/AQAAAAtAQAACAAAADIKoAHDFgEAAAB9eQgAAAAyCqAB4RMBAAAAKXkIAAAAMgqgAd8SAQAAACh5CAAAADIKoAHGEAIAAABQcggAAAAyCqABNhABAAAALHIIAAAAMgqgAdAMAQAAAHxyCAAAADIKoAFuCwEAAAB7cggAAAAyCqABjgkBAAAAKXIIAAAAMgqgAQ4IAQAAACxyCAAAADIKoAGIBgEAAAAscggAAAAyCqAB8AQBAAAAKHIcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2PxNm/AQAAAAtAQEABAAAAPABAAAIAAAAMgqgAQ8WAQAAAHByCAAAADIKoAFdEwEAAAB0cggAAAAyCqABNA8BAAAAVHIIAAAAMgqgAVoNAQAAAHRyCAAAADIKoAEQDAEAAAB0cggAAAAyCqABhggBAAAAVHIIAAAAMgqgAUgHAQAAAHByCAAAADIKoAFuBQEAAABRcgoAAAAyCqABWAAGAAAAQW5zd2VyHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKDjEgAOm0F2wGBEdj8TZvwEAAAALQEAAAQAAADwAQEACAAAADIK9AA9EgEAAABrbggAAAAyCgACBhIBAAAAUW4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdqETCmkw7BgAoOMSAA6bQXbAYER2PxNm/AQAAAAtAQEABAAAAPABAAAIAAAAMgqgAbMUAQAAALNuCAAAADIKoAEIDgEAAADObggAAAAyCqABZgoBAAAAPW4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQD8PxNm/AAACgBHAIoBAAAAAAAAAACQ5RIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

Pt-k查询没有经过优化的算法需要实例化所有可能世界实例，这在时间和空间上的开销都是非常大的，3.1节也对这个问题进行讨论，所以需要探索一种更加高效的算法来避免搜索所有可能世界实例。

* 1. Pt-k查询算法统治集
     1. 统治集属性

Pt-k算法可以找出概率较高的元组，而不是排名靠前的元组，因此，可以考虑利用统治集属性计算某个元组在TOP-K里面出现的概率。

统治集可以这样理解，那就是对于任意一个元组t，它在TOP-K查询结果受这个元组t前面的元组影响，可以理解为元组t统治他前面的元组，其排名与后面元组情况无关。

P(T)包含了所有满足查询的元组、元组的概率以及生成规则。去除不在P(T)的元组不会影响TOP-K查询结果。因此，![](data:image/x-wmf;base64,183GmgAAAAAAAC4aNALrCQAAAADgRgEACQAAA3kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAFxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AFwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2nRRmxAQAAAAtAQAACAAAADIKYAFyFgIAAAApKQgAAAAyCmAB+BQBAAAAKCkIAAAAMgpgAWYTAQAAACwpCAAAADIKYAHgEQEAAAAsKQgAAAAyCmABSBABAAAAKCkIAAAAMgpgAY4JAQAAACkpCAAAADIKYAEOCAEAAAAsKQgAAAAyCmABiAYBAAAALCkIAAAAMgpgAfAEAQAAACgpHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKDjEgAOm0F2wGBEdp0UZsQEAAAALQEBAAQAAADwAQAACAAAADIKYAFqFQEAAABUKQgAAAAyCmABAhQBAAAAUCkIAAAAMgpgAaASAQAAAHApCAAAADIKYAHGEAEAAABRKQoAAAAyCmABsAsGAAAAQW5zd2VyCAAAADIKYAGGCAEAAABUbggAAAAyCmABSAcBAAAAcG4IAAAAMgpgAW4FAQAAAFFuCgAAADIKYAFYAAYAAABBbnN3ZXIcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdskTCigIpjAAoOMSAA6bQXbAYER2nRRmxAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAWYKAQAAAD1uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AxJ0UZsQAAAoARwCKAQAAAAABAAAAkOUSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)。我们在TOP-K查询的时候只需要考虑P(T)。

在P(T)中的一个元组t是否成为TOP-K查询结果只受那些排列在t前面的元组的影响。

统治集(dominant set)就是对于P(T)中的一个元组t，它的统治集就是P(T)中所有排在t前面的元组的集合。表示为![](data:image/x-wmf;base64,183GmgAAAAAAAEANYAIACQAAAAAxUQEACQAAAxUCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJADRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ADQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92/klmIgQAAAAtAQAACAAAADIKgAGqDAEAAAB9eQgAAAAyCoABCwgBAAAAKXkIAAAAMgqAARYHAQAAACh5CAAAADIKgAH6AwEAAAB8eQgAAAAyCoABegIBAAAAe3kcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92/klmIgQAAAAtAQEABAAAAPABAAAIAAAAMgrUAAYKAQAAACd5CAAAADIK1AABBQEAAAAneQgAAAAyCtQAagMBAAAAJ3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92/klmIgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAS8MAQAAAHR5CAAAADIKgAF5CQEAAAB0eQgAAAAyCoABdAQBAAAAdHkIAAAAMgqAAd0CAQAAAHR5CAAAADIKgAFAAAEAAABTeRwAAAD7AmD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5PrdoAB73b+SWYiBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABZgsBAAAAZnkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92/klmIgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAWUHAQAAAFR5CAAAADIKgAF6BgEAAABQeQgAAAAyCoABAAEBAAAAdHkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQBKCi8o+VwAFPEYAI+T63aAAe92/klmIgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAaQKAQAAAHB5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHZ7RwpRiPlcABTxGACPk+t2gAHvdv5JZiIEAAAALQEAAAQAAADwAQEACAAAADIKgAGqCAEAAADZeQgAAAAyCoABhgUBAAAAznkIAAAAMgqAAa8BAQAAAD15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AIv5JZiIAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

对于一个元组的统治集概率就是它的TOP-K概率，可以用以下定理表示，以后将会继续用到。要使用统治集，那么有一个前提条件，元组之间必须互相独立，不在同一个生成规则中。因为，如果前面有元组在同一个生成规则中，那么元组不能同时计算它的概率，不会在同一个可能世界中，因此，无法运用统治集。

统治集是与本元组无关的，只与本身的前面元组有关的属性，元组互相独立，才能让所有互斥的元组不会出现在同一个可能世界中，统治集的概念就是设法满足这个前提条件而提出来的。

**定理 1**统治集属性(The dominant set property)：对于一个元组t∈T，![](data:image/x-wmf;base64,183GmgAAAAAAACAMwQLqCQAAAAAaUAEACQAAA9kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIACxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ACgAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2+h9m2wQAAAAtAQAACAAAADIKoAE3CgEAAAApeQgAAAAyCqABNQkBAAAAKHkIAAAAMgqgASoGAgAAAFByCAAAADIKoAEmBAEAAAApcggAAAAyCqABJAMBAAAAKHIIAAAAMgqgAToAAgAAAFByHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKDjEgAOm0F2wGBEdvofZtsEAAAALQEBAAQAAADwAQAACAAAADIKAAIbCAEAAAAscggAAAAyCgACKwIBAAAALHIcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2+h9m2wQAAAAtAQAABAAAAPABAQAIAAAAMgqgAbMJAQAAAHRyCAAAADIKoAGiAwEAAAB0chwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHb6H2bbBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAoQcBAAAAa3IIAAAAMgoAAmAIAQAAAFNyCAAAADIKAAJqBwEAAABRcggAAAAyCvQAsQEBAAAAa3IIAAAAMgoAAl8CAQAAAFRyCAAAADIKAAJ6AQEAAABRchwAAAD7AmD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHb6H2bbBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgAC0AgBAAAAdHIcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAduUNCpZQ1zAAoOMSAA6bQXbAYER2+h9m2wQAAAAtAQEABAAAAPABAAAIAAAAMgqgAf4EAQAAAD1yCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A2/ofZtsAAAoARwCKAQAAAAAAAAAAkOUSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)。

证明：假设每个元组都是互相独立的，则可以通过式（3-2）和（3-3）可以推出上面的定理。

图3-1 统治集属性概念描述

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| t1 | t2 | t3 | t4 | t5 | ````` | ti-1 | ti |

元组的概率

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Pt1 | Pt2 | Pt3 | Pt4 | Pt5 | ````` | Pti-1 | Pti |

元组的TOP-K概率

统治集的意义和作用，不用构造可能世界

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Pkt1 | Pkt2 | Pkt3 | Pkt4 | Pkt5 | ````` | Pkti-1 | Pkti |

由上图可以看出，统治集的意义就是用来构造元组的Top-k概率，因为所有元组都是可能会在同一个可能世界出现，前面元组的概率极大影响在i位置的元组概率。位于i位置的元组能否出现在Top-k列表中的概率，取决于它前面元组的存在概率，如果前面某个元组存在，则会导致i位置的元组往后移，不存在则会导致i位置的元组位置往前移，将这个元组这两种情况的概率叠加，就是位置i元组在Top-k出现的概率。上图已经很好的表明这个意思。

* + 1. 统治集的位置概率

在3.4.1节我们已经对元组的统治集属性进行了一个简单的介绍，现在就对如何应用统治集进行一个相信的论述，统治集的位置概率可以说是本文中Pt-k算法的核心部分。

为了使用统治集，我们首先需要假设一个前提，那就是元组都是互相独立的。同时，他们是按照某种顺序排列的，那么，一个元组ti∈W(1≤i≤n)出现在一个可能世界的第j个位置当且仅当它的统治集有j-1个元组出现，Sti={t1,t2…ti-1}.

在一个可能世界中一个元组出现在第j个位置的概率，表示为Pr(ti, j)。在一个可能世界中Sti出现j个元组的概率表示为Pr(Sti, j)。

一般地，我们可以知道![](data:image/x-wmf;base64,183GmgAAAAAAAHEHNALpCQAAAAC9WwEACQAAAxYBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALABhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2niZmGQQAAAAtAQAACAAAADIKYAHaBQEAAAAxeQgAAAAyCmABAAQBAAAAKXkIAAAAMgpgAUADAQAAADB5CAAAADIKYAHgAgEAAAAseQkAAAAyCmABOgADAAAAUHIoZRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2Cg4KxDj6HACg4xIADptBdsBgRHaeJmYZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmAB2AQBAAAAPXIcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdoQPCub4+RwAoOMSAA6bQXbAYER2niZmGQQAAAAtAQAABAAAAPABAQAIAAAAMgpgAfwBAQAAAGZyCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AGZ4mZhkAAAoARwCKAQAAAAABAAAAkOUSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，且![](data:image/x-wmf;base64,183GmgAAAAAAAP4HNALpCQAAAAAyWwEACQAAAzoBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2ARRm3wQAAAAtAQAACAAAADIKYAE0BgEAAAAweQgAAAAyCmABNgQBAAAAKXkIAAAAMgpgAeACAQAAACx5CQAAADIKYAE6AAMAAABQcihlHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHayIQodOPokAKDjEgAOm0F2wGBEdgEUZt8EAAAALQEBAAQAAADwAQAACAAAADIKYAEOBQEAAAA9chwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHYBFGbfBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABuAMBAAAAanIcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdrIhCh44+iQAoOMSAA6bQXbAYER2ARRm3wQAAAAtAQEABAAAAPABAAAIAAAAMgpgAfwBAQAAAGZyCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A3wEUZt8AAAoARwCKAQAAAAAAAAAAkOUSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)(![](data:image/x-wmf;base64,183GmgAAAAAAAFYGNALpCQAAAACaWgEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALABRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2ARRmBgQAAAAtAQAACAAAADIKYAGuBAEAAABueQgAAAAyCmABtgIBAAAAankcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvcNCpmI3TEAoOMSAA6bQXbAYER2ARRmBgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAYIDAQAAAKN5CAAAADIKYAFCAQEAAAA8eRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHYBFGYGBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABNAABAAAAMHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAGARRmBgAACgBHAIoBAAAAAAEAAACQ5RIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==))。

一个元组出现在一个可能世界的第j个位置的概率等于该元组出现的概率乘以该元组的统治集有j-1个元组出现在该可能世界的概率，公式为：

![](data:image/x-wmf;base64,183GmgAAAAAAAA0SNALrCQAAAADDTgEACQAAA8gBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgEBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gEAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2RhNm9gQAAAAtAQAACAAAADIKYAGVDwEAAAApeQgAAAAyCmAB8w4BAAAAMXkIAAAAMgpgAXcMAQAAACx5CQAAADIKYAFcCQMAAABQcihlCAAAADIKYAGoCAEAAAApcgkAAAAyCmABGwYDAAAAUHIoZQgAAAAyCmABFwQBAAAAKXIIAAAAMgpgAcECAQAAACxyCQAAADIKYAE6AAMAAABQcihlHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHaJEgqACNkrAKDjEgAOm0F2wGBEdkYTZvYEAAAALQEBAAQAAADwAQAACAAAADIKYAEJDgEAAAAtcggAAAAyCmAB7wQBAAAAPXIcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2RhNm9gQAAAAtAQAABAAAAPABAQAIAAAAMgpgAU8NAQAAAGpyCAAAADIKYAFCCwEAAABTcggAAAAyCmAB7wcBAAAAdHIIAAAAMgpgAZkDAQAAAGpyCAAAADIKYAEOAgEAAAB0chwAAAD7AmD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHZGE2b2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABQQwBAAAAaXIcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2RhNm9gQAAAAtAQAABAAAAPABAQAIAAAAMgpgAQIMAQAAAHRyCAAAADIKYAFbCAEAAABpcggAAAAyCmABegIBAAAAaXIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQD2RhNm9gAACgBHAIoBAAAAAAEAAACQ5RIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) （3-5）

显然，一个元组ti的TOP-K概率为这个元组出现在第1,2,3...k个位置的概率和，表示公式为：
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（3-6）

显然，当![](data:image/x-wmf;base64,183GmgAAAAAAAHED7QHmCQAAAABrXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAEgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2Cw5mrAQAAAAtAQAACAAAADIKYAEgAgEAAABreQgAAAAyCmABLgABAAAAaXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdjkVCns4zCQAoOMSAA6bQXbAYER2Cw5mrAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAfQAAQAAAKN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ArAsOZqwAAAoARwCKAQAAAAAAAAAAkOUSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)的时候，一个元组ti成为TOP-K的概率等于它本身的概率，也就是：

![](data:image/x-wmf;base64,183GmgAAAAAAAMgJewLqCQAAAABIVQEACQAAA1oBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gCAAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2PxJm0gQAAAAtAQAACAAAADIKoAEbCAEAAAApeQkAAAAyCqABjgUDAAAAUHIoZQgAAAAyCqABigMBAAAAKXIIAAAAMgqgAVMCAQAAAChyCAAAADIKoAE6AAIAAABQchwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHY/EmbSBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABzgcBAAAAaXIIAAAAMgqgAT0DAQAAAGlyCAAAADIK9ACxAQEAAABrchwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHY/EmbSBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABYgcBAAAAdHIIAAAAMgqgAdECAQAAAHRyHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHYkDgpCsN0YAKDjEgAOm0F2wGBEdj8SZtIEAAAALQEBAAQAAADwAQAACAAAADIKoAFiBAEAAAA9cgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANI/EmbSAAAKAEcAigEAAAAAAAAAAJDlEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) （3-7）

**定理2**：对于![](data:image/x-wmf;base64,183GmgAAAAAAAP4HNALpCQAAAAAyWwEACQAAAyUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2/QxmcAQAAAAtAQAACAAAADIKYAG+BgEAAAB8eQgAAAAyCmAB/AQBAAAAfHkIAAAAMgpgAZICAQAAACx5CAAAADIKYAEQAAEAAAAxeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHb9DGZwBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABegUBAAAAVHkIAAAAMgpgAWoDAQAAAGp5CAAAADIKYAEgAgEAAABpeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB27g0KiZjtIwCg4xIADptBdsBgRHb9DGZwBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABNgQBAAAAo3kIAAAAMgpgAQABAQAAAKN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AcP0MZnAAAAoARwCKAQAAAAABAAAAkOUSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，有：

1. 元组ti的统治集Sti出现0个元组的概率为ti-1不出现的概率与ti-1的统治集出现0个元组的概率的乘积，公式为：

![](data:image/x-wmf;base64,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)

（3-8）

1. 元组ti的统治集Sti出现j个元组的概率为ti-1出现的概率与ti-1的统治集出现j-1个元组的概率的乘积与ti-1不出现的概率与ti-1的统治集出现j个元组的概率的乘积的和，公式为：

![](data:image/x-wmf;base64,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)（3-9）

证明：由于是基于相互独立的元组，所以定理2可以很容易从概率的基本定理推导得出。

定理2可以很高效的计算TOP-K概率，我们可以给一个简单的例子。

**例3-2** 我们可以给出一个按照得分函数进行排序的不确定性数据表3-1求出该表每个元组的TOP-3概率

表3-4 排序后的不确定性数据表

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 元组ID | t1 | t2 | t3 | t4 | t5 | t6 | t7 | t8 | t9 |
| 元组存在概率 | 0.7 | 0.2 | 1 | 0.3 | 0.5 | 0.8 | 0.1 | 0.8 | 0.1 |

我们首先进行初始化，显然![](data:image/x-wmf;base64,183GmgAAAAAAAHEHNALpCQAAAAC9WwEACQAAAxYBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALABhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2niZmGQQAAAAtAQAACAAAADIKYAHaBQEAAAAxeQgAAAAyCmABAAQBAAAAKXkIAAAAMgpgAUADAQAAADB5CAAAADIKYAHgAgEAAAAseQkAAAAyCmABOgADAAAAUHIoZRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2Cg4KxDj6HACg4xIADptBdsBgRHaeJmYZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmAB2AQBAAAAPXIcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdoQPCub4+RwAoOMSAA6bQXbAYER2niZmGQQAAAAtAQAABAAAAPABAQAIAAAAMgpgAfwBAQAAAGZyCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AGZ4mZhkAAAoARwCKAQAAAAABAAAAkOUSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，且![](data:image/x-wmf;base64,183GmgAAAAAAAMAGAAIACQAAAADRWgEACQAAAxYBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALABhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+T63aAAe92NVNmaAQAAAAtAQAACAAAADIKYAG/BQEAAAAweQgAAAAyCmABvgMBAAAAKXkIAAAAMgpgARwDAQAAADF5CAAAADIKYAHgAgEAAAAseQkAAAAyCmABOgADAAAAUHIoZRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2klIKC/iKXQC88BgAj5PrdoAB73Y1U2ZoBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABmAQBAAAAPXIcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdqlPCtm4il0AvPAYAI+T63aAAe92NVNmaAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAfwBAQAAAGZyCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AaDVTZmgAAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，![](data:image/x-wmf;base64,183GmgAAAAAAAAAHAAIBCQAAAAAQWwEACQAAAxYBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIABxIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+T63aAAe92Zy9mIAQAAAAtAQAACAAAADIKYAEGBgEAAAAweQgAAAAyCmABBQQBAAAAKXkIAAAAMgpgAUYDAQAAADJ5CAAAADIKYAHgAgEAAAAseQkAAAAyCmABOgADAAAAUHIoZRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2klIKCfiKXQC88BgAj5PrdoAB73ZnL2YgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmAB3wQBAAAAPXIcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdq9ICtfYil0AvPAYAI+T63aAAe92Zy9mIAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAfwBAQAAAGZyCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AIGcvZiAAAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，Pr3(t1)=0.7，Pr3(t2)=0.2，Pr3(t3)=1（因为![](data:image/x-wmf;base64,183GmgAAAAAAAAAGAAIBCQAAAAAQWgEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIABhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92cEhmZQQAAAAtAQAACAAAADIKYAELBQEAAAAzeQgAAAAyCmABNAABAAAAMHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdswuCvaYnlgAFPEYAI+T63aAAe92cEhmZQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAdEDAQAAAKN5CAAAADIKYAFdAQEAAAA8eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5PrdoAB73ZwSGZlBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmAB6gIBAAAAankKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBlcEhmZQAACgA4AIoBAAAAAAEAAAAw8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)）为了计算Pr3(t4)，我们首先利用定理2计算Pr(St3,0)=0，Pr(St3,1)=0.24，Pr(St3,2)=0.62，则由式子（3-9），我们可以计算Pr3(t4)=Pr(t4)(Pr(St3,0)+ Pr(St3,1)+ Pr(St3,2))=0.258。

由于统治集的位置概率是Pt-k算法中比较重要的部分，我们可以用一些测试数据测试其效率是否有明显的改善。

首先，我们输入几组已经排好序的P(T)，且元组之间互相独立，设立阈值P=0.2，和没有使用统治集概率的Pt-k算法进行一个简单比较。比较结果如图3-2：

图3-2优化后的算法效率

从图上的结果可以看出来，未经优化的算法在元组数量30以上时已经远远超过优化后的算法（900000毫秒是程序运行时间上限值），但是优化后的算法也不是说特别好，在40个元组数量级就已经不是十分理想了，可想而知，统治集概率的优化还需要进一步，优化的效率有提高，但是还是不能满足现实生活中的庞大数据集还有多元生成规则。

这个小型的程序建立在随机生成元组和随机生成的生成规则的前提下进行的，所以所有数据具有一定的离散型和随机性。未经过优化的程序，意味着算法的效率比较低，进行一个普通的查询就是一个几何级的增长，可见如果仅仅是通过建立可能世界模型这个简单而且容易理解的模型，是不能解决查询效率的问题。

同时，可以看得出，如果利用建立统治集元组的方法针对其进行改进的话，算法效率有着明显的提高，显然比不用更加快，效率更加高。最重要的原因就是没有为每个元组建立他的可能世界模型，改为计算它前面元组的存在概率。

* 1. 处理多元规则

为了使定理2具有一般化，我们首先需要处理元组的生成规则，接下来就生成规则不同的情况进行处理，务必使其符合定理2所要求的，使元组间是互相独立的关系。

根据上述一节，我们知道我们如果要用定理2，就必须是所有元组都是互相独立的情况，由于元组之间还存在多元规则的关系，我们不能马上就是用定理2，我们必须处理多元规则，让所有元素都符合定理2的前提条件，这样就需要多规则元组压缩策略、前缀共享技术和减枝技术。我们需要将非独立的元组组成的统治集，转化成为独立元组组成的统治集。

* + 1. 多规则元组压缩

考虑一下P(T)=t1,t2…tn，P(T)是已经排序好的序列。如果i<j，则![](data:image/x-wmf;base64,183GmgAAAAAAACAEYAIBCQAAAABQWAEACQAAA1UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAwAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+T63aAAe92ly9mDAQAAAAtAQAACAAAADIK4AGfAwEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAj5PrdoAB73aXL2YMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABAAMBAAAAdHkIAAAAMgqAAS4AAQAAAHR5HAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGACPk+t2gAHvdpcvZgwEAAAALQEAAAQAAADwAQEACAAAADIK4AEuAgEAAABmeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEE1UIEV4dHJhADMK2hCLZgC88BgAj5PrdoAB73aXL2YMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABawEBAAAAcHkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+T63aAAe92ly9mDAQAAAAtAQAABAAAAPABAQAIAAAAMgrgAZ0AAQAAAGl5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ADJcvZgwAAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，我们如果计算![](data:image/x-wmf;base64,183GmgAAAAAAAEAEQAIBCQAAAAAQWAEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ABAAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+TknaAAZZ2ikJmEwQAAAAtAQAACAAAADIKoAGKAwEAAAApeQgAAAAyCqABUwIBAAAAKHkIAAAAMgqgAToAAgAAAFByHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjgGACPk5J2gAGWdopCZhMEAAAALQEBAAQAAADwAQAACAAAADIKoAE9AwEAAABpcggAAAAyCvQAsQEBAAAAa3IcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+TknaAAZZ2ikJmEwQAAAAtAQAABAAAAPABAQAIAAAAMgqgAdECAQAAAHRyCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AE4pCZhMAAAoAOACKAQAAAAABAAAAdOIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，就是每一个元组在TOP-K列表出现的概率，同时已经知道多元规则R：![](data:image/x-wmf;base64,183GmgAAAAAAAOAGwAEBCQAAAAAwWQEACQAAA2YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHgBhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe9201ZmqwQAAAAtAQAACAAAADIKYAHVBQIAAABybQgAAAAyCmABmgABAAAAcm0cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe9201ZmqwQAAAAtAQEABAAAAPABAAAIAAAAMgpgAWkFAQAAAHRtCAAAADIKYAEuAAEAAAB0bRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2DFMKnjidWAAU8RgAj5PrdoAB73bTVmarBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABCQQBAAAAxW0IAAAAMgpgAW0BAQAAAMVtHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACPk+t2gAHvdtNWZqsEAAAALQEBAAQAAADwAQAACQAAADIKYAHBAgMAAAAuLi5lHAAAAPsCYP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACPk+t2gAHvdtNWZqsEAAAALQEAAAQAAADwAQEACAAAADIKYAHlAAEAAAAxLgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKvTVmarAAAKADgAigEAAAAAAQAAADDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)1![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdmIaCuaYnlgAWOAYAI+T63aAAe92hR9mFwQAAAAtAQAACAAAADIKQAE0AAEAAACjeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACFH2YXAAAKADgAigEAAAAA/////3TiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)r1<···<rm![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdjYzCkcIeZAAWOAYAI+T63aAAe92Tw5mEgQAAAAtAQAACAAAADIKQAE0AAEAAACjeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABPDmYSAAAKADgAigEAAAAA/////3TiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)n，则我们可以知道会出现以下几种情况：

情况1: ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEYAIACQAAAADxWAEACQAAA10BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABAAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92tlVm4wQAAAAtAQAACAAAADIK4AHTAwEAAAAxeQgAAAAyCuABnQABAAAAaXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92tlVm4wQAAAAtAQEABAAAAPABAAAIAAAAMgrgAXYDAQAAAHJ5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACPk+t2gAHvdrZVZuMEAAAALQEAAAQAAADwAQEACAAAADIKgAEAAwEAAAB0eQgAAAAyCoABLgABAAAAdHkcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92tlVm4wQAAAAtAQEABAAAAPABAAAIAAAAMgrgAS4CAQAAAGZ5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAUwoOqItpABTxGACPk+t2gAHvdrZVZuMEAAAALQEAAAQAAADwAQEACAAAADIKgAFrAQEAAABweQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOO2VWbjAAAKADgAigEAAAAAAQAAADDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) ti的位置比生成规则R中任何一个元组的位置要高，根据定理1，R可以被忽略

情况2:![](data:image/x-wmf;base64,183GmgAAAAAAAMAEYAIBCQAAAACwWAEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABAAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92bVhmGQQAAAAtAQAACAAAADIK4AEvBAEAAABpeQgAAAAyCuABpAACAAAAcm0cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92bVhmGQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAcADAQAAAHRtCAAAADIKgAEuAAEAAAB0bRwAAAD7AmD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5PrdoAB73ZtWGYZBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuAB7gIBAAAAZm0cAAAA+wIg/wAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQAQCjwYnGgAFPEYAI+T63aAAe92bVhmGQQAAAAtAQEABAAAAPABAAAIAAAAMgqAASsCAQAAAHBtCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AGW1YZhkAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) ti的位置比生成规则R中任何一个元组的位置都要低，则R中最多有一个元组出现在可能世界。根据定理1，我们可以将规则R记为tR，且他的联合概率为Pr(R)。

情况3:![](data:image/x-wmf;base64,183GmgAAAAAAAAAIYAIBCQAAAABwVAEACQAAA30BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIACBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABwAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe926xhmdQQAAAAtAQAACAAAADIK4AHIBgIAAABybQgAAAAyCuAB7wMBAAAAaW0IAAAAMgrgAQEBAQAAADFtHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACPk+t2gAHvdusYZnUEAAAALQEBAAQAAADwAQAACAAAADIKgAFSBgEAAAB0bQgAAAAyCoABgAMBAAAAdG0IAAAAMgqAAS4AAQAAAHRtHAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACPk+t2gAHvdusYZnUEAAAALQEAAAQAAADwAQEACAAAADIK4AGABQEAAABmbQgAAAAyCuABrgIBAAAAZm0cAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe926xhmdQQAAAAtAQEABAAAAPABAAAIAAAAMgrgAaQAAQAAAHJtHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAAgpn6ItpABTxGACPk+t2gAHvdusYZnUEAAAALQEAAAQAAADwAQEACAAAADIKgAG9BAEAAABwbQgAAAAyCoAB6wEBAAAAcG0KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB16xhmdQAACgA4AIoBAAAAAAEAAAAw8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) ti的位置是在生成规则R中某些元组之间，令trm0∈R是排名比较高的元组，多元规则R，则被分为2个部分，左边是Rleft={tr1···trm0}，和右边部分Rright={trm0+1···trm}，元组ti的概率![](data:image/x-wmf;base64,183GmgAAAAAAAEAEQAIBCQAAAAAQWAEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ABAAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92z01m4gQAAAAtAQAACAAAADIKoAGJAwEAAAApeQgAAAAyCqABUgIBAAAAKHkIAAAAMgqgAToAAgAAAFByHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACPk+t2gAHvds9NZuIEAAAALQEBAAQAAADwAQAACAAAADIKoAE8AwEAAABpcggAAAAyCvQAsAEBAAAAa3IcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92z01m4gQAAAAtAQAABAAAAPABAQAIAAAAMgqgAdACAQAAAHRyCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A4s9NZuIAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，只受左边部分的影响，右边部分可以忽略。

上面三种情况都是为了让之前的统治集概率一般化而作的条件假设，对每一种条件，我们需要让生成规则R中的元组对整个统治集概率没有影响，从而可以使用定理1。下面图3-3清楚表示每一种情况，并且就所遇到的每一种情况，提出一个可以解决的办法。

图3-3 计算每一个元组的![](data:image/x-wmf;base64,183GmgAAAAAAAEAEQAIBCQAAAAAQWAEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ABAAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92z01m4gQAAAAtAQAACAAAADIKoAGJAwEAAAApeQgAAAAyCqABUgIBAAAAKHkIAAAAMgqgAToAAgAAAFByHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACPk+t2gAHvds9NZuIEAAAALQEBAAQAAADwAQAACAAAADIKoAE8AwEAAABpcggAAAAyCvQAsAEBAAAAa3IcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92z01m4gQAAAAtAQAABAAAAPABAQAIAAAAMgqgAdACAQAAAHRyCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A4s9NZuIAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

情况1：ti比规则R的高

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | ti |  |  | |  |  | |  | |
|  | | |  | |

规则R

情况2：ti比规则R的所有多元规则要高

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | |  |  |  |  |  | ti |  |
|  | |  | |

规则R

元组压缩之后

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | tR |  |  | ti |  |

Pr(tR)=Pr(R)

情况3：ti被规则R的元组夹着规则R

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  | ti |  |  | |  | |  |
|  | | | | |  | |

规则R

元组压缩之后

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | tR\_left |  | ti |  | |  | |  |  |
|  | | | |  | |

两种子情况也可能会出现，第一种如果ti ![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdnZVCixAZisAFPEYAI+T63aAAe92l01mHwQAAAAtAQAACAAAADIKIAEQAAEAAADPeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACXTWYfAAAKADgAigEAAAAA/////zDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)R，就好像情况2一样，我们可以将ti左边的元组进行压缩，使其联合概率为Pr(tr1…rm0)= ![](data:image/x-wmf;base64,183GmgAAAAAAAIAHAAMBCQAAAACQWgEACQAAA6EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAOABxIAAAAmBg8AGgD/////AAAQAAAAwP///7v///9ABwAAuwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdmxICutAYi8AFPEYAI+T63aAAe92LkxmdgQAAAAtAQAACAAAADIKOQI3AAEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2ti4KmUBjLwAU8RgAj5PrdoAB73YuTGZ2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoECUQIBAAAAPXkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92LkxmdgQAAAAtAQAABAAAAPABAQAIAAAAMgrwAIcCAQAAADB5CAAAADIKgQK+AgEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5PrdoAB73YuTGZ2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABxQYBAAAAKXkIAAAAMgrgAbYEAQAAACh5CAAAADIK4AFOAwIAAABQchwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5PrdoAB73YuTGZ2BAAAAC0BAAAEAAAA8AEBAAgAAAAyCvAA1gEBAAAAbXIIAAAAMgqBAv8BAQAAAGpyCAAAADIKQAJIBgEAAABqchwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5PrdoAB73YuTGZ2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABNAUCAAAAdHIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2LkxmdgAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)；

第二种情况，如果ti ![](data:image/x-wmf;base64,183GmgAAAAAAAEABQAEFCQAAAAAUXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdhtWCi3Yh5QAFPEYAI+T63aAAe92qRZmmAQAAAAtAQAACAAAADIKAAEQAAEAAADOeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACpFmaYAAAKADgAigEAAAAA/////zDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)R，ti=trm0+1，在可能世界之中，ti出现了，所以R中的其他元组都不会出现。根据定理1，这时在计算![](data:image/x-wmf;base64,183GmgAAAAAAAIwEewLoCQAAAAAOWAEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAwAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2wxtm5AQAAAAtAQAACAAAADIKoAFVAwEAAAApeQgAAAAyCqABUwIBAAAAKHkIAAAAMgqgAToAAgAAAFByHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKDjEgAOm0F2wGBEdsMbZuQEAAAALQEBAAQAAADwAQAACAAAADIKoAHRAgEAAAB0chwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHbDG2bkBAAAAC0BAAAEAAAA8AEBAAgAAAAyCvQAsQEBAAAAa3IKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDkwxtm5AAACgBHAIoBAAAAAAEAAACQ5RIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)的时候只需要考虑排在t前面的并且不在R中的元组，也就是![](data:image/x-wmf;base64,183GmgAAAAAAADsJNALpCQAAAAD3VQEACQAAA2EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgCBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gCAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2zhpmnwQAAAAtAQAACAAAADIKYAF4BwEAAAB9eQgAAAAyCmABCAUBAAAAJ3kIAAAAMgpgAfoDAQAAAHx5CAAAADIKYAGmAwEAAAAneQgAAAAyCmABgAIBAAAAe3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2zhpmnwQAAAAtAQEABAAAAPABAAAIAAAAMgpgAZoGAQAAAFJ5CAAAADIKYAGEBAEAAAB0eQgAAAAyCmABIgMBAAAAdHkIAAAAMgpgAUAAAQAAAFN5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKDjEgAOm0F2wGBEds4aZp8EAAAALQEAAAQAAADwAQEACAAAADIKYAEAAQEAAAB0eRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2JCMK4iCYLACg4xIADptBdsBgRHbOGmafBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABSgUBAAAAznkIAAAAMgpgAZABAQAAAC15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0An84aZp8AAAoARwCKAQAAAAAAAAAAkOUSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

由上面的情况列举，我们可以发现如下两个推论，可以有效处理生成规则。

**推论1：**多元规则元组压缩：

对于一个元组![](data:image/x-wmf;base64,183GmgAAAAAAAGAFAAICCQAAAABzWQEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgBRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92mkpm7AQAAAAtAQAACAAAADIKYAGfBAEAAAApeQgAAAAyCmABJQMBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92mkpm7AQAAAAtAQEABAAAAPABAAAIAAAAMgpgAZcDAQAAAFR5CAAAADIKYAEvAgEAAABQeQgAAAAyCmABLgABAAAAdHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdjwdCjyYiy0AFPEYAI+T63aAAe92mkpm7AQAAAAtAQAABAAAAPABAQAIAAAAMgpgAd4AAQAAAM55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A7JpKZuwAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=),如果![](data:image/x-wmf;base64,183GmgAAAAAAAPYE7QHnCQAAAADtWwEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER25RVmugQAAAAtAQAACAAAADIKYAFSAwEAAABSeQgAAAAyCmABPAEBAAAAdHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdusUChDwhy8AoOMSAA6bQXbAYER25RVmugQAAAAtAQEABAAAAPABAAAIAAAAMgpgAQICAQAAAM55CAAAADIKYAEuAAEAAAAieRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHblFWa6BAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABwAEBAAAAJ3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC65RVmugAACgBHAIoBAAAAAAEAAACQ5RIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，![](data:image/x-wmf;base64,183GmgAAAAAAAGgEngLoCQAAAAAPWAEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAwAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2uCBmjwQAAAAtAQAACAAAADIKgAE1AwEAAAB0eQgAAAAyCoABLgABAAAAdHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2uCBmjwQAAAAtAQEABAAAAPABAAAIAAAAMgrgAU4CAQAAAGZ5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAFgrPAJgtAKDjEgAOm0F2wGBEdrggZo8EAAAALQEAAAQAAADwAQEACAAAADIKgAESAQEAAABweRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHa4IGaPBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABsgABAAAAJ3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCPuCBmjwAACgBHAIoBAAAAAAAAAACQ5RIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)那么![](data:image/x-wmf;base64,183GmgAAAAAAAF0NwQLqCQAAAABnUQEACQAAA8UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gCwAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AcOUSAA6bQXbAYER21xZm7gQAAAAtAQAACAAAADIKoAFuCwEAAAApeQgAAAAyCqABbAoBAAAAKHkIAAAAMgqgASoGAgAAAFByCAAAADIKoAEmBAEAAAApcggAAAAyCqABJAMBAAAAKHIIAAAAMgqgAToAAgAAAFByHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAHDlEgAOm0F2wGBEdtcWZu4EAAAALQEBAAQAAADwAQAACAAAADIKAAL0CQEAAAApcggAAAAyCgAC9QgBAAAAKHIIAAAAMgoAAhsIAQAAACxyCAAAADIKAAIrAgEAAAAschwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBw5RIADptBdsBgRHbXFmbuBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqAB6goBAAAAdHIIAAAAMgqgAaIDAQAAAHRyHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAHDlEgAOm0F2wGBEdtcWZu4EAAAALQEBAAQAAADwAQAACAAAADIK9AChBwEAAABrcggAAAAyCgACWAkBAAAAUnIIAAAAMgoAAk8IAQAAAFRyCAAAADIKAAJqBwEAAABRcggAAAAyCvQAsQEBAAAAa3IIAAAAMgoAAl8CAQAAAFRyCAAAADIKAAJ6AQEAAABRchwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB25hQKe7iaLABw5RIADptBdsBgRHbXFmbuBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqAB/gQBAAAAPXIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDu1xZm7gAACgBHAIoBAAAAAAEAAABg5xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==),![](data:image/x-wmf;base64,183GmgAAAAAAAGARAAIACQAAAABxTQEACQAAA6EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgERIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gEQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92dU9m2QQAAAAtAQAACAAAADIKYAF8EAEAAAB9eQgAAAAyCmAB7w4BAAAAe3kIAAAAMgpgATUMAgAAAH0pCAAAADIKYAHKCAEAAAB8KQgAAAAyCmABZgcBAAAAeykIAAAAMgpgAbgEAQAAACgpCAAAADIKYAG2AgEAAAApKQgAAAAyCmABKgEBAAAAKCkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92dU9m2QQAAAAtAQEABAAAAPABAAAIAAAAMgpgAf0PAQAAAFIpHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACPk+t2gAHvdnVPZtkEAAAALQEAAAQAAADwAQEACAAAADIKYAGRDwEAAAB0KQgAAAAyCmABVwsBAAAAUikIAAAAMgpgAVYJAQAAAHQpCAAAADIKYAEICAEAAAB0KQgAAAAyCmABKgUBAAAAVCkIAAAAMgpgAcABAQAAAFIpCAAAADIKYAEiAAEAAABUKRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2UDMKq0DPMQAU8RgAj5PrdoAB73Z1T2bZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABrQ0BAAAAyCkIAAAAMgpgAQYKAQAAAM4pCAAAADIKYAFyBgEAAAAtKQgAAAAyCmABkAMBAAAAPSkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDZdU9m2QAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，tR就是R中统治t的元组，![](data:image/x-wmf;base64,183GmgAAAAAAAKUJNALqCQAAAABqVQEACQAAA0MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALACBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ACAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2SA1mUAQAAAAtAQAACAAAADIKYAH3BwEAAAApeQkAAAAyCmABFQUDAAAAUHIoZQgAAAAyCmABEQMBAAAAKXIJAAAAMgpgAToAAwAAAFByKGUcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2SA1mUAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAQEHAQAAAFJyCAAAADIKYAEOAgEAAAB0chwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHZIDWZQBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABegIBAAAAUnIcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvQVCnGItSIAoOMSAA6bQXbAYER2SA1mUAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAekDAQAAAD1yCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AUEgNZlAAAAoARwCKAQAAAAAAAAAAkOUSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，其他T中的生成规则依然留在T(R)。

**推论2：** 规则中的元组：

对于一个元组t∈R，P(t)=true并且|R|>1，![](data:image/x-wmf;base64,183GmgAAAAAAACAMwQLqCQAAAAAaUAEACQAAA7UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIACxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ACgAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AcOUSAA6bQXbAYER2Wh9mKQQAAAAtAQAACAAAADIKoAFFCgEAAAApeQgAAAAyCqABQwkBAAAAKHkIAAAAMgqgASoGAgAAAFByCAAAADIKoAEmBAEAAAApcggAAAAyCqABJAMBAAAAKHIIAAAAMgqgAToAAgAAAFByHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAHDlEgAOm0F2wGBEdlofZikEAAAALQEBAAQAAADwAQAACAAAADIKAAL1CAEAAAAncggAAAAyCgACGwgBAAAALHIIAAAAMgoAAisCAQAAACxyHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAHDlEgAOm0F2wGBEdlofZikEAAAALQEAAAQAAADwAQEACAAAADIKoAHBCQEAAAB0cggAAAAyCqABogMBAAAAdHIcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AcOUSAA6bQXbAYER2Wh9mKQQAAAAtAQEABAAAAPABAAAIAAAAMgr0AKEHAQAAAGtyCAAAADIKAAJPCAEAAABUcggAAAAyCgACagcBAAAAUXIIAAAAMgr0ALEBAQAAAGtyCAAAADIKAAJfAgEAAABUcggAAAAyCgACegEBAAAAUXIcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdukYCg64micAcOUSAA6bQXbAYER2Wh9mKQQAAAAtAQAABAAAAPABAQAIAAAAMgqgAf4EAQAAAD1yCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AKVofZikAAAoARwCKAQAAAAABAAAAYOcSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，T'为不确定表，![](data:image/x-wmf;base64,183GmgAAAAAAAM8QNALqCQAAAAAATAEACQAAA80BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJADxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ADwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2xg5mlQQAAAAtAQAACAAAADIKYAFrDgEAAAB9eQgAAAAyCmABXQ0BAAAAe3kIAAAAMgpgAasKAgAAAH0pCAAAADIKYAE7CAEAAAAnKQgAAAAyCmABLQcBAAAAfCkIAAAAMgpgAdkGAQAAACcpCAAAADIKYAGzBQEAAAB7KQgAAAAyCmABvAIBAAAAKCkIAAAAMgpgASoBAQAAACcpHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKDjEgAOm0F2wGBEdsYOZpUEAAAALQEBAAQAAADwAQAACAAAADIKYAH/DQEAAAB0KQgAAAAyCmABzQkBAAAAUikIAAAAMgpgAbcHAQAAAHQpCAAAADIKYAFVBgEAAAB0KQgAAAAyCmABTAMBAAAAUykIAAAAMgpgASIAAQAAAFQpHAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKDjEgAOm0F2wGBEdsYOZpUEAAAALQEAAAQAAADwAQEACAAAADIKYAFLBAEAAABpKRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHbGDmaVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABDAQBAAAAdCkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAduoVCjq4mhkAoOMSAA6bQXbAYER2xg5mlQQAAAAtAQAABAAAAPABAQAIAAAAMgpgAR8MAQAAAMgpCAAAADIKYAF9CAEAAADOKQgAAAAyCmABwwQBAAAALSkIAAAAMgpgAZYBAQAAAD0pCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AlcYOZpUAAAoARwCKAQAAAAABAAAAkOUSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)。

因此，对于一个元组![](data:image/x-wmf;base64,183GmgAAAAAAAF8FNALoCQAAAACSWQEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgBBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2WBRmPgQAAAAtAQAACAAAADIKYAEkBAEAAAApeQgAAAAyCmABIgMBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2WBRmPgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAaADAQAAAHR5CAAAADIKYAEsAgEAAABQeQgAAAAyCmABLgABAAAAdHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdkgLCt0w1jEAoOMSAA6bQXbAYER2WBRmPgQAAAAtAQAABAAAAPABAQAIAAAAMgpgAdwAAQAAAM55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0APlgUZj4AAAoARwCKAQAAAAABAAAAkOUSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，所有在![](data:image/x-wmf;base64,183GmgAAAAAAAMAGNALpCQAAAAAMWgEACQAAAx0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgBhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gBQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2DSdmLQQAAAAtAQAACAAAADIKYAEyBQEAAAB9eQgAAAAyCmABJAQBAAAAe3kIAAAAMgpgASwCAQAAACl5CAAAADIKYAEqAQEAAAAoeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHYNJ2YtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABxgQBAAAAdHkIAAAAMgpgAagBAQAAAHR5CAAAADIKYAEiAAEAAABUeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2YA0KbTDWHwCg4xIADptBdsBgRHYNJ2YtBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmAB5gIBAAAAyHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAtDSdmLQAACgBHAIoBAAAAAAEAAACQ5RIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)的元组都是独立的，于是![](data:image/x-wmf;base64,183GmgAAAAAAAAUPwQLqCQAAAAA/UwEACQAAAwkCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgDRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gDQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER25BVmBwQAAAAtAQAACAAAADIKoAHaDAEAAAApeQgAAAAyCqAB2AsBAAAAKHkIAAAAMgqgASoGAgAAAFByCAAAADIKoAEmBAEAAAApcggAAAAyCqABJAMBAAAAKHIIAAAAMgqgAToAAgAAAFByHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKDjEgAOm0F2wGBEduQVZgcEAAAALQEBAAQAAADwAQAACAAAADIKAAJOCwEAAAB9cggAAAAyCgACmAoBAAAAe3IIAAAAMgoAAqQJAQAAAClyCAAAADIKAAL1CAEAAAAocggAAAAyCgACGwgBAAAALHIIAAAAMgoAAisCAQAAACxyHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKDjEgAOm0F2wGBEduQVZgcEAAAALQEAAAQAAADwAQEACAAAADIKoAFWDAEAAAB0cggAAAAyCqABogMBAAAAdHIcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER25BVmBwQAAAAtAQEABAAAAPABAAAIAAAAMgr0AKEHAQAAAGtyCAAAADIKAAIDCwEAAAB0cggAAAAyCgACSwkBAAAAdHIIAAAAMgoAAk8IAQAAAFRyCAAAADIKAAJqBwEAAABRcggAAAAyCvQAsQEBAAAAa3IIAAAAMgoAAl8CAQAAAFRyCAAAADIKAAJ6AQEAAABRchwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB23QkKe1DXIgCg4xIADptBdsBgRHbkFWYHBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgAC9wkBAAAAyHIcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvgSCrmQ1yIAoOMSAA6bQXbAYER25BVmBwQAAAAtAQEABAAAAPABAAAIAAAAMgqgAf4EAQAAAD1yCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AB+QVZgcAAAoARwCKAQAAAAAAAAAAkOUSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，这样就可以根据定理2来计算Prk(t)，并且只需要扫描一次T(t）。

我们可以根据得分函数将P(T)里面的所有元组进行排序，得到一个有序链表L。对于每个元组ti,扫描一次它前面的元组，得到一个压缩的统治集T(ti），在这个统治集里面所有的元组都是独立的，这样我们就可以使用定理2来计算Prk(ti)了，此时只需考虑![](data:image/x-wmf;base64,183GmgAAAAAAACoHNALpCQAAAADmWwEACQAAA1EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKABhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AoOMSAA6bQXbAYER2CxZmLQQAAAAtAQAACAAAADIKYAGcBQEAAAB9eQgAAAAyCmABWQQBAAAAe3kIAAAAMgpgAWECAQAAACl5CAAAADIKYAEqAQEAAAAoeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCg4xIADptBdsBgRHYLFmYtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABZwUBAAAAaXkIAAAAMgpgARQCAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKDjEgAOm0F2wGBEdgsWZi0EAAAALQEAAAQAAADwAQEACAAAADIKYAH7BAEAAAB0eQgAAAAyCmABqAEBAAAAdHkIAAAAMgpgASIAAQAAAFR5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHZLFwrw0JQjAKDjEgAOm0F2wGBEdgsWZi0EAAAALQEBAAQAAADwAQAACAAAADIKYAEbAwEAAADIeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAC0LFmYtAAAKAEcAigEAAAAAAAAAAJDlEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)集合里面的元组。这样，计算所有元组的TOP-K概率的实际复杂度为O(n2），n是不确定表的元组的个数。

在这里我们可以进行一次小测试，看多元生成规则对整个列表的影响，我们可以用回上一节的测试数据，得出如下的结果，如图3-4。

图3-4 元组压缩优化所用时间

从上面的图可以分析出，元组压缩是让定理2一般化的手段，因此他不会耗费大量的时间，时间增长也是一种线性，比较缓慢的增长，对数据整体的改变不大，几乎可以忽略不计算的。同时，也发现，时间消耗最为庞大的是统治集概率计算上。还有需要考虑一点，如果用堆栈实现该算法，是否会出现堆栈溢出的情况。在真正实验过程中，我们会针对这种情况进行一个详细的讨论。

* + 1. 前缀共享技术

根据上面几节的阐述，我们可以知道，在可能世界模型中，采取回避生成可能世界的方法是最有效的。但是，我们也可以发现，对于统治集概率的计算，计算量还是十分巨大，时间消耗还是十分巨大。如何进一步提高查询的效率，将是我们这一节的主要任务。

通过数据的观察，我们注意到，对每个元组的统治集概率计算，每次都要计算它前面元组的概率，这样算法消耗的时间肯定会很大。所以，十分有必要避免计算前导元组的统治集概率，类似于避免生成可能世界。

但是，生成可能世界和统治集概率不同的两个概念。统治集概率始终需要计算，所以，我们只要尽可能利用已经计算过的统治集概率。

**例3-3** 我们使用在例子3-2中的表3-1，t6和t7是相邻的两个元组，但是，因为t5在T(t6)，不在T(t7)，所以计算它们的统治集的概率时候，t5是不被用到的。

同时的，T(t6)和T(t7)，共同有相同的子集{t1,t2,4,t3}，这个子集的统治集概率将会重复计算，那就是说，如果他们的前缀共享的话，我们将节省很多的时间成本，因为计算统治集的概率是Pt-k查询算法中消耗最多的部分。

公式3-5表明，使用子集概率Prk(Sti,j)来计算Prk(ti)的时候，在Sti-1中的元组的顺序如何并没有关系。这就使得我们可以通过排序不同元组的统治集从而使得对应的子集的统治集概率值能够尽可能多的被共享。

首先，如果元组t的情况正如情况2的话，t是在T'里面，因此，t应该在出现情况3前进行了排序。

其次，如果有多个多元规则包含元组t，每一个规则Rj可以记为tRjleft，我们可以通过更新规则中的包含元组，尽量少的改变共享前缀，使其共享前缀尽量多，。

这时候有两种办法，一种是积极的方法，把所有独立的和完整的规则元组放在多元规则元组之前，把规则中多元规则按它们出现的先后来排序。

一种是消极的方法，尽可能多的利用T(ti-1)中的共有前缀，尽量不重新排序，只有当新来的元组会影响之前的元组的时候才要重排。
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可以看到，在开始的时候，他们的前3个是一致的；

到了t4的时候，积极的方法要重新排t3，T(t3)在前缀共享中无法使用，但是在消极的方法那里没有重排，所以T(t3)共享前缀，因此减少了消耗。

假设L为P(T)中所有元组的有序链表，L(ti)表示T(ti)中所有元组的有序链表，Prefix(L(ti),L(ti+1))为L(ti)和L(ti+1)的最长的共同前缀，那么，总共需要计算的子集概率的数目为：

（3-10）

![](data:image/x-wmf;base64,183GmgAAAAAAAMAbQAQACQAAAACRQQEACQAAA48CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQATAGxIAAAAmBg8AGgD/////AAAQAAAAwP///7H///+AGwAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvFCCuAIjZQAvPAYAI+T63aAAe92Bkdm5gQAAAAtAQAACAAAADIK2QKfBAEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB25z0KX0iNlAC88BgAj5PrdoAB73YGR2bmBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoARQUBAAAALXkIAAAAMgrvAysFAQAAAD15CAAAADIKgAJQGAEAAAAreQgAAAAyCoAC/gkBAAAAK3kcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvFCCuEIjZQAvPAYAI+T63aAAe92Bkdm5gQAAAAtAQAABAAAAPABAQAIAAAAMgqAApEMAQAAAC15CAAAADIKgAJqAwEAAAA9eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAj5PrdoAB73YGR2bmBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoAsAUBAAAAMXkIAAAAMgrvA5YFAQAAADF5CAAAADIKgAIPGQEAAAAxeQgAAAAyCoACvQoBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+T63aAAe92Bkdm5gQAAAAtAQAABAAAAPABAQAIAAAAMgqAAr4aAgAAAHwpCAAAADIKgAJ1GQIAAAApKQgAAAAyCoACyhYBAAAAKCkIAAAAMgqAAssUAgAAACksCAAAADIKgAKUEwEAAAAoLAgAAAAyCoACIBIBAAAAKCwIAAAAMgqAAlMOAgAAAFByCAAAADIKgAKxDQEAAAB8cggAAAAyCoAC7wsBAAAAfHIIAAAAMgqAAiMLAQAAAClyCAAAADIKgAJ4CAEAAAAocggAAAAyCoACbwYCAAAAKHwcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+T63aAAe92Bkdm5gQAAAAtAQEABAAAAPABAAAIAAAAMgr6AMwEAQAAAG58CAAAADIK7wPfBAEAAABpfAgAAAAyCoACtBcBAAAAaXwIAAAAMgqAAn4UAQAAAGl8CAAAADIKgAJiCQEAAABpfBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAj5PrdoAB73YGR2bmBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoACSBcBAAAAdHwIAAAAMgqAAuwVAQAAAEx8CAAAADIKgAISFAEAAAB0fAgAAAAyCoACthIBAAAATHwJAAAAMgqAAuwPBAAAAGVmaXgIAAAAMgqAAvYIAQAAAHRmCAAAADIKgAKaBwEAAABMZgkAAAAyCoACLgAEAAAAQ29zdAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOYGR2bmAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

图3-2 两种重新排序的方法

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | |  | | | | | | | | |  | | | | |
| t1 | | t2 | | t3 | t4 | | t5 | | t6 | t7 | t8 | | t9 | t10 | | t11 | |  |
|  | |  | | | | | | |

P(T)排好序的列表

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 元组 | 积极方法 | | 消极方法 | |
| 前缀 | Cost | 前缀 | Cost |
| t1 | ∅ | 0 | ∅ | 0 |
| t2 | ∅ | 0 | ∅ | 0 |
| t3 | t1,2 | 1 | t1,2 | 1 |
| t4 | t3t1,2 | 2 | t1,2t3 | 1 |
| t5 | t3t1,2 | 0 | t1,2t3 | 0 |
| t6 | t3t4,5t1,2 | 2 | t1,2t3t4,5 | 1 |
| t7 | t3t6t4,5t1,2 | 3 | t1,2t3t4,5t6 | 1 |
| t8 | t3t6t7t4,5 | 2 | t3t6t7t4,5 | 4 |
| t9 | t3t6t7t1,2,8t4,5 | 2 | t3t6t7t4,5t1,2,8 | 1 |
| t10 | t3t6t7t9t1,2,8 | 2 | t3t6t7t9t1,2,8 | 2 |
| t11 | t3t6t7t9t4,5,10 | 1 | t3t6t7t9t4,5,10 | 1 |
|  | 总消耗：15 | | 总消耗：12 | |

由以上的图，我们可以知道，相对于积极办法，效率比较高的是消极的办法，节省更加多的时间。但是，我们要考虑到一点，前缀共享技术主要是为了减少统治集位置概率计算时候的消耗。而统治集概率的计算时间，明显从图3-4，可以看出效率比较低的，亟待需要优化。因此，需要对统治集概率计算可以重复利用的元组就重复利用。使用前缀共享技术，从理论上说可以实现减少统治集概率计算的时间，从上面的图3-2也可以得知，在计算时候，真正有用的共享前缀只有t4，t5，所以对于其效率来说，改进幅度不是十分明显，同时由于需要维护一个共享前缀的列表，需要消耗更多的时间和空间，是否有必要进行前缀共享，我们在算法实现部分和实验部分继续进行研究和讨论。

* + 1. 减枝技术

一个PT-k查询只对那些TOP-K概率超过阈值的元组感兴趣，因此可以通过剪枝的方法来避免检索所有的元组是否符合查询谓词。

一些已有的方法如TA算法批处理排序。如果这种办法，我们可以对P(T)进行有效的检索。现在，我们关注如何进行减枝，以达到减少排序排名比较后的元组。

因此，给出3种减枝方法，可以不用计算它的TOP-K概率值就能将其去掉。一次检索就能将P(T)中不能通过阈值P的元组去掉。

但是要注意的是我们仍然要检索排名较低元组t，因为它还是有可能超过阈值P的。
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要用定理3，则需要将比阈值小的最大的独立元组概率p保存，每次进行减枝时候，去检查元组是否小于这个值。
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在上面减枝技术的基础上，每一个生成规则R，我们将他其中不能通过阈值P的元组的概率值记录，以后如果检索到同一个R中的元组，如果他的概率没有大过保存的概率，则直接跳过该元组，因为根据定理4，该元组TOP-K概率肯定就是小于阈值P。

**定理5：** 令A为一系列成为TOP-K概率超过阈值p的元组的集合。
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我们可以通过观察所有TOP-K概率的超过阈值的值和为k，
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上面几个定理，是继统治集概率之后最重要的技术，减枝技术，在实验过程中，我们会发现，减枝技术，给我们减少很多不必要的检索，不必要的计算，大大的减少计算时间。

首先我们要观察，在减枝技术中，对于定理3和定理4都是比较好理解的，定理5，我们可以进行以下分析：

1. 假设集合A，是一切满足搜索结果元组的集合，且k是一个固定值，那么，相对于集合A会有任意元组t，Prk(t)>p，集合A的秩为n，那么A集合所有元组的和如果为
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1. 对于秩n，如果k<np，那么n>k/p，又p<1，那么，p足够小，n必会大于检索元组总个数，可见，k>np
2. 如果 ，那么， 中，平均概率为p’，np’>k，p’<1，如果p’很小，那么np’<k，所以
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1. 如果 ，那么，np’<k，又np< k，而一般情况，np<k<np’，与条件相悖，所以 ，也就推出来定理5
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* 1. 本章小结
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图3-3 伪代码

**Input:** 不确定性数据表T，元组生成规则的集合![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAEFCQAAAACUXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///0YAAACAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+T63aAAe92jzJmuAQAAAAtAQAACAAAADIK4ADoAAEAAABUeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2Aj4K8OiIYABY4BgAj5PrdoAB73aPMma4BAAAAC0BAQAEAAAA8AEAAAgAAAAyCuAANgABAAAAwnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC4jzJmuAAACgA4AIoBAAAAAAAAAAB04hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，一个查询 Qk(P，f)阈值p；

**Output:** Answer(Q，p，T);

**Method:**

1:对P(T)进行检索排序

for each ti ![](data:image/x-wmf;base64,183GmgAAAAAAAEABQAEFCQAAAAAUXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdtpWCs6oiGAAWOAYAI+T63aAAe92Vx5mzQQAAAAtAQAACAAAADIKAAEQAAEAAADOeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABXHmbNAAAKADgAigEAAAAA/////3TiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) P(T) do

2: 利用元组压缩计算集合 T(ti) ；

3:计算元组t的统治集概率和TOP-K概率 Prk(ti);

4: if Prk(ti)>p then 输出 ti;

5: 检查ti能否用于减枝技术；

6: if 所有在P(T)中的元组都没有通过阈值p then exit;

end for

我将会在第四章阐述如何实现该算法，并在第五章阐述进行了相应的实验，来证明这些定理的有效性。通常的结果是，我们只需要对整个P(T)的很小一部分元组进行检索就能得到Pt-k查询的结果。

1. Pt-k查询算法的设计与实现
2. 1. 引言

根据前几章的理论基础和Pt-k查询算法的研究，我们接下来的工作就是对该算法进行设计与实现，以提高TOP-K算法的效率。首先我们先对上一章的结论进行分析，图4-1是由上一章得到的伪代码，接着会对该算法进行一个分析，看有哪些地方实现可以更加高效，还有如何避免数据的冗余，提高查询的效率这些将是本章的主要内容。

Pt-k算法的改进已经在上一节有所体现，并将主要的理论进行一个简单的阐述。通过上一章的算法理论分析，主要思想是避免检索所有元组，避免重复计算统治集概率是上一章的研究重点。本章的研究重点将是在如何实现，算法流程方面上进行一个详细的考虑和阐述。并且提出一些在实现过程中的问题，和自己的改进意见。

* 1. 算法流程分析

根据上一章的结论，我们可以从该算法的伪代码进行分析，设计高效的Pt-k查询。首先我们先对上一章的结论进行分析，图4-1是由上一章得到的伪代码，本节将会对以下这个算法进行一个分析。

图4-1 伪代码

**Input:** 不确定性数据表T，元组生成规则的集合![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAEFCQAAAACUXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///0YAAACAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+T63aAAe92jzJmuAQAAAAtAQAACAAAADIK4ADoAAEAAABUeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2Aj4K8OiIYABY4BgAj5PrdoAB73aPMma4BAAAAC0BAQAEAAAA8AEAAAgAAAAyCuAANgABAAAAwnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC4jzJmuAAACgA4AIoBAAAAAAAAAAB04hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，一个查询 Qk(P，f)阈值p；

**Output:** Answer(Q，p，T);

**Method:**

1:对P(T)进行检索排序

for each ti ![](data:image/x-wmf;base64,183GmgAAAAAAAEABQAEFCQAAAAAUXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdtpWCs6oiGAAWOAYAI+T63aAAe92Vx5mzQQAAAAtAQAACAAAADIKAAEQAAEAAADOeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABXHmbNAAAKADgAigEAAAAA/////3TiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) P(T) do

2: 利用元组压缩计算集合 T(ti) ；

3:计算元组t的统治集概率和TOP-K概率 Prk(ti)；

4: if Prk(ti)>p then 输出 ti；

5: 检查ti能否用于减枝技术；

6: if 所有在P(T)中的元组都没有通过阈值p then exit；

end for

* + 1. 运行效率分析

我们首先分析在该算法中，每一个环节所需要的开销，然后计算哪一个开销可以减少或者可以避免。表4-1罗列算法中将会有开销的部分，根据之前的讨论，我们总是想避免检索所有元组，避免重复计算统治集概率，如何更合理利用已有或者已经计算的部分相当重要。

表4-1 Pt-k算法中有开销的部分

|  |
| --- |
| 元组压缩 |
| 统治集概率计算 |
| Prk(ti)计算 |
| 减枝技术 |

接下来我们就分析图4-1伪代码，从而分析该算法的效率。我们首先要理解一点，伪代码的作用是让我们更容易理解算法的核心思想。

在伪代码中，我们没有展开的部分由元组压缩、统治集概率、减枝技术，所以接下来就是阐述如何解决这些问题，实现中如何解决各种情况，达到可以求出结果集的程度。

在元组压缩开销方面，应该首先有一个前提，那就是一个元组最多存在于一个规则R之中，就是说生成规则R之间的元组不重合、不重复。

在元组压缩阶段，根据前面3.5.1节的阐述，我们将有两个元组压缩的推论，在该节中，我们用一个比较简单的例子去定性研究了他们。

但是，在实现过程中，我们无法预知后面的原则规则，所以在实现的时候需要有对象去记录元组所在的规则。通过上一章的讨论，大致将元组情况分为三种，但是在实现过程中，还是会遇到各种各样的情况，而且各种情况可以分类讨论，如情况1可以进行一个延伸，分出三种子情况，这是之前讨论不够详细的部分，这里注重将上面没有讨论的部分进行一个相信的分析。通过分析，可以发现情况1是比较复杂的情况，处理的时候需要务必注意他们的前提条件和生成规则，不能在计算统治集概率的时候，出现无法计算的互斥现象。

现在我将各种情况如何处理罗列出来：

图4-2 如何处理多元组生成规则

情况1 元组t不在生成规则之中

情况1的子情况

情况1.1 生成规则在后面

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 记录编号 | R1 | R2 | R5 | R3 | R4 | R6 |
| 置信度 | 0.3 | 0.3 | 0.8 | 0.5 | 1.0 | 0.2 |

R=R3 ⊕ R6

情况1.2 生成规则全部在前面

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 记录编号 | R1 | R2 | R5 | R3 | R4 | R6 |
| 置信度 | 0.3 | 0.3 | 0.8 | 0.5 | 1.0 | 0.2 |

R=R2 ⊕ R3

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 记录编号 | R1 | R2,3 | R5 | R4 | R6 |
| 置信度 | 0.3 | 0.3+0.5=0.8 | 0.8 | 1.0 | 0.2 |

情况1.3 元组t在生成规则之间

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 记录编号 | R1 | R2 | R5 | R3 | R4 | R6 |
| 置信度 | 0.3 | 0.3 | 0.8 | 0.5 | 1.0 | 0.2 |

R2 ⊕ R3 ⊕ R6

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 记录编号 | R1 | R2,3 | R5 | R4 | R6 |
| 置信度 | 0.3 | 0.3+0.5=0.8 | 0.8 | 1.0 | 0.2 |

R2,3 ⊕ R6

情况2 元组t是规则R中的元组

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 记录编号 | R1 | R2 | R5 | R3 | R4 | R6 |
| 置信度 | 0.3 | 0.3 | 0.8 | 0.5 | 0.5 | 0.2 |

R=R2 ⊕ R4

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 记录编号 | R1 | R5 | R3 | R4 | R6 |
| 置信度 | 0.3 | 0.8 | 0.5 | 0.5 | 0.2 |

由上面的图可以很简单分析出元组压缩的伪代码（图4-3），并且可以通过观察发现他的复杂度为O(n2)，如图4-4，元组压缩也是需要消耗一定的时间，需要对整个列表进行一个重新排布，我们应该考虑如何才能减少对整个列表的重新排序。通过观察可以发现，如果我们对每个元组进行一个简单的属性检查，检查它是否符合某个生成规则即可。

图4-3 元组压缩的伪代码

For 在序列化后的每一个元组t

For在统治集St中每一个元组t’

计算t’的统治集

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 记录编号 | R1 | R2 | R5 | R3 | R4 | R6 |
| 置信度 | 0.3 | 0.4 | 0.8 | 0.5 | 1.0 | 0.2 |

图4-4 元组压缩检索顺序

从上面的分析来看，元组压缩需要一定的空间和需要检索时间，每一次元组压缩都会让序列发生变化，我所采取的策略就是将整个序列保存在字符串中。这样检索的时候有几个好处：以流的方式保存数据，无论是存储还是查找，效率和速度都会有多提高，每次更新序列的时候，只需要将需要修改部分替换就行，每一个元组t关于更新元组压缩不确定性数据表T时候的复杂度为O(n)。

关于前缀共享的方法，在第三章阐述了理论基础，现在将其模型化，用图4-5表示。可以看到前缀共享在计算统治集概率时候的作用是十分有效，避免了重复计算相同元组列表的统治集概率。

图4-5 前缀共享模型

SR4=R1, R2, R5, R3 SR4=R1, R5, R3, R2

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 记录编号 | R1 | R2 | R5 | R3 | R4 | R6 |
| 置信度 | 0.3 | 0.3  Reorder  R2 ⊕ R6 | 0.8 | 0.5 | 1.0 | 0.2 |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 记录编号 | R1 | R5 | R3 | R2 | R4 | R6 |
| 置信度 | 0.3 | 0.8 | 0.5 | 0.3  R2 ⊕ R6 | 1.0 | 0.2 |

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 记录编号 | R1 | R5 | R3 | R4 | R6 |
| 置信度 | 0.3 | 0.8 | 0.5 | 1.0 | 0.2 |

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 记录编号 | R1 | R5 | R3 | R4 | R6 |
| 置信度 | 0.3 | 0.8 | 0.5 | 1.0 | 0.2 |

SR6=R1, R5, R3,R4 SR6=R1, R5, R3,R4

共享前缀：R1 共享前缀：R1,R5,R3

假设L为P(T)中所有元组的有序链表，L(ti)表示T(ti）中所有元组的有序链表，Prefix(L(ti),L(ti+1))为L(ti)和L(ti+1)的最长的共同前缀，那么，总共需要计算的子集概率的数目为：

![](data:image/x-wmf;base64,183GmgAAAAAAAMAbQAQACQAAAACRQQEACQAAA48CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQATAGxIAAAAmBg8AGgD/////AAAQAAAAwP///7H///+AGwAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAd08dCsnAXFwAvPAYAI+TLHeAATB3ASxmOwQAAAAtAQAACAAAADIK2QKdBAEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3pycKZiCmXgC88BgAj5Msd4ABMHcBLGY7BAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoAQwUBAAAALXkIAAAAMgrvAykFAQAAAD15CAAAADIKgAI+GAEAAAAreQgAAAAyCoAC+QkBAAAAK3kcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd08dCsrAXFwAvPAYAI+TLHeAATB3ASxmOwQAAAAtAQAABAAAAPABAQAIAAAAMgqAAooMAQAAAC15CAAAADIKgAJpAwEAAAA9eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAj5Msd4ABMHcBLGY7BAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoArgUBAAAAMXkIAAAAMgrvA5QFAQAAADF5CAAAADIKgAL8GAEAAAAxeQgAAAAyCoACtwoBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+TLHeAATB3ASxmOwQAAAAtAQAABAAAAPABAQAIAAAAMgqAAqoaAgAAAHwpCAAAADIKgAJiGQIAAAApKQgAAAAyCoACuhYBAAAAKCkIAAAAMgqAArwUAgAAACksCAAAADIKgAKHEwEAAAAoLAgAAAAyCoACFRIBAAAAKCwIAAAAMgqAAksOAgAAAFByCAAAADIKgAKpDQEAAAB8cggAAAAyCoAC6AsBAAAAfHIIAAAAMgqAAh0LAQAAAClyCAAAADIKgAJ1CAEAAAAocggAAAAyCoACbQYCAAAAKHwcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+TLHeAATB3ASxmOwQAAAAtAQEABAAAAPABAAAIAAAAMgr6AMkEAQAAAG58CAAAADIK7wPdBAEAAABpfAgAAAAyCoACohcBAAAAaXwIAAAAMgqAAm8UAQAAAGl8CAAAADIKgAJdCQEAAABpfBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAj5Msd4ABMHcBLGY7BAAAAC0BAAAEAAAA8AEBAAgAAAAyCoACNxcBAAAAdHwIAAAAMgqAAt0VAQAAAEx8CAAAADIKgAIEFAEAAAB0fAgAAAAyCoACqhIBAAAATHwJAAAAMgqAAuMPBAAAAGVmaXgIAAAAMgqAAvIIAQAAAHRmCAAAADIKgAKYBwEAAABMZgkAAAAyCoACLgAEAAAAQ29zdAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtADsBLGY7AAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

（4-1）

在这里可以看到，关于前缀共享的开销是一个代数级增长的关系，所以设计的时候针对其如何更快更新重排后的序列和更新共享前缀，使共享前缀更加多。

关于减枝技术的模型，我在这里简单阐述一下设计模型，见图4-6

图4-6 减枝技术模型

情况1 Ri 和Rj 都是互相独立，不在同一个R

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 记录编号 |  |  |  |  | Ri |  |  |  | Rj |  |  |  |
| 置信度 |  |  |  |  | 0.8 |  |  |  | 0.6 |  |  |  |

情况2 Ri 和Rj 不是互相独立，都在同一个R

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 记录编号 |  |  |  |  | Ri |  |  |  | Rj |  |  |  |
| 置信度 |  |  |  |  | 0.8 |  |  |  | 0.6 |  |  |  |

… Ri ⊕ Rj…

如果Pr(Ri)≥Pr(Rj)，那么，Prk(Ri) ≥ Prk(Rj)，如果Ri不在结果集中，则Rj也不在结果集中

通过上述模型阐述可以知道，减枝技术也是代数级的增长，我们每次都只需要将不符合结果集的最大的概率记录，每次和新加入的元组进行一个比较，就可以知道是否应该计算它的TOP-K概率或者统治集的概率。在这一步中，可以有效减少无关，或者减少计算概率的元组的数量。

以上的阐述就是关于压缩规则、前缀共享和减枝技术的开销计算，在实验中发现，这几个技术模型，都不是开销主要的方面，开销最大的是进行统治集的计算，特别是当统治集十分巨大的时候，如果前面元组数量超过100的话，时间复杂度是几何级的增长，所以如果针对统治集概率计算模型才是关键因素。

对于整个算法来说，它的复杂度有如下的分析。对于多元规则R：R：![](data:image/x-wmf;base64,183GmgAAAAAAAMAGwAEBCQAAAAAQWQEACQAAA2YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHABhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+T63aAAe923EZm0AQAAAAtAQAACAAAADIKYAHVBQIAAABybQgAAAAyCmABmgABAAAAcm0cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+T63aAAe923EZm0AQAAAAtAQEABAAAAPABAAAIAAAAMgpgAWkFAQAAAHRtCAAAADIKYAEuAAEAAAB0bRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2jjcK76h6VQC88BgAj5PrdoAB73bcRmbQBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABCQQBAAAAxW0IAAAAMgpgAW0BAQAAAMVtHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGACPk+t2gAHvdtxGZtAEAAAALQEBAAQAAADwAQAACQAAADIKYAHBAgMAAAAuLi5lHAAAAPsCYP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGACPk+t2gAHvdtxGZtAEAAAALQEAAAQAAADwAQEACAAAADIKYAHlAAEAAAAxLgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANDcRmbQAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)1![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdmIaCuaYnlgAWOAYAI+T63aAAe92hR9mFwQAAAAtAQAACAAAADIKQAE0AAEAAACjeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACFH2YXAAAKADgAigEAAAAA/////3TiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)r1<···<rm![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdjYzCkcIeZAAWOAYAI+T63aAAe92Tw5mEgQAAAAtAQAACAAAADIKQAE0AAEAAACjeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABPDmYSAAAKADgAigEAAAAA/////3TiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)n，令span(R)=rm-r1。当元组trl(1<l![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdmIaCuaYnlgAWOAYAI+T63aAAe92hR9mFwQAAAAtAQAACAAAADIKQAE0AAEAAACjeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACFH2YXAAAKADgAigEAAAAA/////3TiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)m)进入队列时候，我们需要移除tr…rl-1，和trl进入队列。因此，最坏的情况就是对于每一个生成规则都要计算它的统治集概率值，复杂度为![](data:image/x-wmf;base64,183GmgAAAAAAAEAKAAIBCQAAAABQVgEACQAAAyYBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAChIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ACgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+TLHeAATB3FzNm7wQAAAAtAQAACAAAADIKYAH4CAIAAAApKQgAAAAyCmABbAcBAAAAKCkIAAAAMgpgAdcBAQAAADIpCAAAADIKYAFNAQEAAAAoKRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5Msd4ABMHcXM2bvBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABAggBAAAAUikJAAAAMgpgAZAEBAAAAHNwYW4IAAAAMgpgAZwCAQAAAGtwHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHeZMQrdeNZXABTxGACPkyx3gAEwdxczZu8EAAAALQEAAAQAAADwAQEACAAAADIKYAGcAwEAAAC3cAgAAAAyCmABNAABAAAAT3AKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDvFzNm7wAACgA4AIoBAAAAAAEAAAAw8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)。而且最坏的情况是，对于计算每一个P(T)是否通过阈值，所有在P(T)的元组都要至少读取一次，时间复杂度是![](data:image/x-wmf;base64,183GmgAAAAAAAGAPoAIACQAAAADRUwEACQAAA8IBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAJgDxIAAAAmBg8AGgD/////AAAQAAAAwP///67///8gDwAATgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92dDBm1wQAAAAtAQAACAAAADIKoAGPDgEAAAApeQgAAAAyCqABCw4BAAAAKXkIAAAAMgqgAX8MAQAAACh5CAAAADIKoAFNAQEAAAAoeRwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2AhwKpoiIYAAU8RgAj5PrdoAB73Z0MGbXBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvkBcAUBAAAA5XkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdnAOCuxoiGAAFPEYAI+T63aAAe92dDBm1wQAAAAtAQAABAAAAPABAQAIAAAAMgpBAiAIAQAAAMJ5CAAAADIKQQKTBwEAAADOeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2AhwKp4iIYAAU8RgAj5PrdoAB73Z0MGbXBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABhAMBAAAAK3kIAAAAMgqgATQAAQAAAE95HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACPk+t2gAHvdnQwZtcEAAAALQEAAAQAAADwAQEACAAAADIKQQLSCAEAAABUeQgAAAAyCkECFAcBAAAAUnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+T63aAAe92dDBm1wQAAAAtAQEABAAAAPABAAAIAAAAMgqgARUNAQAAAFJ5CQAAADIKoAGjCQQAAABzcGFuCAAAADIKoAGhBAEAAABrcAgAAAAyCqAB1wECAAAAa24KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDXdDBm1wAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

* + 1. 设计目标

实现Pt-k算法，并且根据该算法分析其可以改进的地方，结合上面的理论分析，我认为实现后应该达到的目标为：

1. 运行可靠
2. 操作简单
3. 容易获取精确的计算开销
4. 不实现界面，因为点击按钮等响应事件会影响时间开销计算
   1. 不确定性数据在Pt-k查询算法中的实现

为了精确计算该算法的效率，这一节中，将阐述一种简单的有效方法生成不确定性数据样例的方法。

* + 1. 数据样例分组

对于一个元组t，令Xt是一个指向在随机数构成的经过排序的不确定性数据表的指针。如果t在TOP-K列表中，则Xt=1，否则Xt=0。显然，t的TOP-K的概率是Xt的期望，Prk(t)=E[Xt]。我们的对象就是生成一些不可能世界样例的集合S，计算在S中的期望Xt，E[Xt]。

我们用一些格式化的数据去替代。对于一个不确定性数据表T和生成规则的集合，一个样例单元s就是一个可能世界。基于不确定性数据表T的分布生成样例单元：每次生成一个样例单元s，就扫描T一次。一个独立元组ti在s中就有概率Pr(ti)，一个生成规则在s中的概率就是Pr(R)。如果s拿到生成规则R中的一个元组，那么元组trl(1<l![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdmIaCuaYnlgAWOAYAI+T63aAAe92hR9mFwQAAAAtAQAACAAAADIKQAE0AAEAAACjeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACFH2YXAAAKADgAigEAAAAA/////3TiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)m)就会有概率值 。一个样例单元s最多就只能拿到生成规则R的一个元组。

只要生成样例单元s，我们就可以计算它的TOP-K的元组。对于每一个在TOP-K序列的元组，它的Xt=1，其他元组则为0。
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上面的生成样例的生成过程在一个样例集合S中可以重复获得，那么样例集合S的期望ES[Xt]就可以近似E[Xt]。当样例样本的容量足够大的时候，近似的质量就会越好。

关于样本容量，可以通过以下的定理获取。

![](data:image/x-wmf;base64,183GmgAAAAAAAOAGwAUBCQAAAAAwXQEACQAAA4UBAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAXgBhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gBgAAZgUAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAL6AkgABQAAABMCxgRIAAUAAAAUAvoCPgEFAAAAEwLGBD4BCAAAAPoCAAAIAAAAAAAAAAQAAAAtAQEABQAAABQCEgJXBQUAAAATAhICYwYEAAAALQEAAAUAAAAUAuAD/gIFAAAAEwLgA4MGHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGACPkyx3gAEwdxksZmAEAAAALQECAAgAAAAyCscE5gQBAAAAMnkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+TLHeAATB3GSxmYAQAAAAtAQMABAAAAPABAgAIAAAAMgqAAYMFAQAAADJ5CAAAADIKcgLqAwIAAABsbggAAAAyCnICDAMBAAAAM24IAAAAMgpABF4AAQAAAFNuHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHf5KwqSkKEvALzwGACPkyx3gAEwdxksZmAEAAAALQECAAQAAADwAQMACAAAADIKcwXuAwEAAABlbggAAAAyCp4DWQUBAAAAZG4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd+QoCkFQoS8AvPAYAI+TLHeAATB3GSxmYAQAAAAtAQMABAAAAPABAgAIAAAAMgpABMABAQAAAD5uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AYBksZmAAAAoAOACKAQAAAAACAAAA2PIYAAQAAAAtAQIABAAAAPABAwADAAAAAAA=)
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对于任意元组t有![](data:image/x-wmf;base64,183GmgAAAAAAAOATgAIACQAAAABxTwEACQAAAzUCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgExIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gEwAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaACACBQAAABMCJgIgAgUAAAAUAloAIwsFAAAAEwImAiMLHAAAAPsCvv3jAAAAAACQAQAAAAIEAgAQU3ltYm9sAHX/NQqtgGhdAIjfGACPk891gAHTdVo6ZsoEAAAALQEBAAgAAAAyCp4BlgEBAAAAe3kcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdRs7CnSgaF0AiN8YAI+Tz3WAAdN1WjpmygQAAAAtAQIABAAAAPABAQAIAAAAMgqeAb4QAQAAAH15HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHX/NQqugGhdAFjgGACPk891gAHTdVo6ZsoEAAAALQEBAAQAAADwAQIACAAAADIKoAGkEgEAAABkeQgAAAAyCqABswwBAAAAZXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdRs7CnWgaF0AWOAYAI+Tz3WAAdN1WjpmygQAAAAtAQIABAAAAPABAQAIAAAAMgqgAZARAQAAAKN5CAAAADIKoAGZCwEAAAA+eQgAAAAyCqABfQYBAAAALXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+Tz3WAAdN1WjpmygQAAAAtAQEABAAAAPABAgAIAAAAMgqgAVsQAQAAAF15CAAAADIKoAFFDgEAAABbeQgAAAAyCqABnQoBAAAAXXkIAAAAMgqgAYcIAQAAAFt5CAAAADIKoAHPBQEAAABdeQgAAAAyCqABuQMBAAAAW3kIAAAAMgqgAToAAgAAAFByHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjgGACPk891gAHTdVo6ZsoEAAAALQECAAQAAADwAQEACAAAADIKoAHtDgIAAABYdAgAAAAyCqABWw0BAAAARXQIAAAAMgqgAS8JAgAAAFh0CAAAADIKoAGdBwEAAABFdAgAAAAyCqABYQQCAAAAWHQIAAAAMgqgAVQCAQAAAEV0HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjgGACPk891gAHTdVo6ZsoEAAAALQEBAAQAAADwAQIACAAAADIKAAJHAwEAAABzdAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAMpaOmbKAAAKADgAigEAAAAAAgAAAHTiGAAEAAAALQECAAQAAADwAQEAAwAAAAAA)

证明：这个定理可以通过切尔诺夫界推导得出。

* + 1. 生成样例的实现策略

上面所说的样本方法有以下两种实现策略：

第一种方法是：我们可以对P(T)进行排序然后放在列表L中，在样例单元s中的前k个元组就是该单元的TOP-K元组。因此，当生成一个样例单元，而不是扫描整个不确定性数据表，只需要扫描列表L。只要样例单元中有k个元组的话，那么扫描可以结束。这种方法可以减少生成样例单元时候的开销，但是不影响样例的质量。为了看到效果，考虑一下不确定性数据表中所有数据都是互相独立的。如果平均概率是![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd7FGChDAX2YAFPEYAI+TLHeAATB3qkZm/gQAAAAtAQAACAAAADIKAAFAAAEAAABteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACqRmb+AAAKADgAigEAAAAA/////zDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，那么需要生成样例单元而扫描的元组有 。这样的话，在k很小的情况下，扫描数量远远少于|P(T)|。最坏的情况是，对整个列表L进行一次扫描。

第二种办法是： 一般的，在还没有达到基于定理6所得到的样本容量的时候，近似值已经非常精确。因此，可以对生成的样例抽取的办法进行改进：我们可以在得出每一个样例单元之后，才计算它的TOP-K概率。对于给定参数d>0和e>0，如果在最后的d个样例单元中，任意元组t的Xt期望小于e时候可以停止扫描。
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在第五章的实验中，我们将证明Pt-k算法和上面数据的处理办法的效率。

我们需要注意的一点就是，我们到此的所有讨论都是围绕如何减少扫描的次数展开讲述的，但是惟独这一节对数据的实现进行一个简单的描述，从而我们可以知道，如果在实际数据中使用这个算法，还是需要一定的处理，原始数据无法进行一个查询，这也说明不确定性数据的查询还有待完善，关于数据处理方面的研究不是本篇文章研究重点，因此，在这里仅仅以这一节进行一个简单的描述，达到说明数据处理的重要性。

* 1. 运行平台与开发工具

操作系统： Windows7 64位旗舰版

CPU： 英特尔i5-430

内存： 2G

开发工具： Microsoft visual studio team suite 2008

开发语言： C++

* 1. 本章小结

本章首先介绍了在Pt-k查询算法的基本流程，以及根据该算法流程，分析和设计元组压缩、统治集概率、前缀共享和减枝技术这四个方面的模块，并且针对每一个方面的模型细节进行一个详细的阐述。然后分析不确定性数据中的数据处理方法，提出了两种样本数据生成的方法模型。在样本数据处理阶段，尽量将P(T)的所有元组进行扫描，避免计算统治集概率，然后采取一种近似值的策略，尽量让数据精确的情况下进行计算，最后得出最终结果。本章是第五章实验的设计基础，第五章通过一些数据会对本章的设计模型进行一个效率分析和验证。

本章可能对某些模型相对于第三章理论进行了一个优化，目的就是为了更加贴合优化统治集概率，实现更加高效的Pt-k算法。

1. 实验及性能分析
2. 1. 实验环境和测试数据集

实验采用带有Inter处理器、2GB内存的PC机，内装WINDOWS 7 Ultimate 64位操作系统，整个算法用Microsoft Visual C++2008实现。为了体现Pt-k算法的效率和优越性，收集了其他TOP-K算法的实验结果进行比较。在实验中，使用的测试数据集是模拟数据集。

和Pt-k算法比较的TOP-K算法主要有U-kRanks和U-Topk这两种不确定性数据的TOP-K算法。使用模拟数据集的最大原因有三个，一个是我们主要关注点是Pt-k算法的效率和优势，不是处理数据的能力。第二点就是根据现在不确定性数据的研究，概率维度大多都是人工生成，不是固有属性，也不是十分精确，同时概率维度也是一个容易变化的变量。第三，那就是跟Pt-k算法共同比较的那几种的算法都是属于TOP-K算法，和Pt-k算法具有相同的数据源，主要使用的都是单因子数据，因此，使用各种TOP-K算法进行效率测试评估的时候，主要关注点是数据的结果集和数据运行效率。

模拟数据集具有可以控制数据点的生成规则的组合、概率值、数据的元组个数和分布演化的特征，所以它对于测试Pt-k算法的效率来说，是理想的测试工具。对于TOP-K算法，模拟数据集优于实际数据集，实际数据集需要进行得分函数处理或者不确定性数据处理，才能得到与模拟数据集相近的不确定性数据。且在实际数据中，往往没有生成规则的组合和概率值，也需要进行计算，不是本论文主要研究的方向，所以，没有必要计算其效率。模拟数据集是较为理想的输入数据。所以论文主要是利用模拟数据集来测试和比较TOP-K算法的效率。

* 1. 实验设计
     1. 数据源

为了验证Pt-k算法的效率，我们采用两种数据源。一组是离散的概率值和生成规则的组合，另一组是具有一定分布的概率值和生成规则的组合。数据集和生成规则的组合元组个数有上限，在上限值内进行随机分布和取值。

数据源一：

数据源一包括了得分值、概率值和生成规则的组合，而且是完全离散分布的。为了达到这个目的，使用随机函数，随机函数的结果是是用获取计算机瞬时时间作为算子得出的，且每组生成规则和生成概率值的时候，都会重新获取一次系统瞬时时间，为了保证每次获取的时间值不同，采取精确到微秒的WIN32时间函数QueryPerformanceCounter。这样得出的数据集是一个高度离散的数据集。

数据源二：

数据源二同样包括了得分值、概率值和生成规则的组合，首先生成一个正态分布，然后进行随机分配。使用具有一定分布的数据源主要是考虑到，当数据值或者概率具有一定分布的时候，算法的运行效率如何的问题，是否与离散的数据源相同。这样可以比较算法的性质差异。因为在实际数据集中，有部分数据集是以分布的形式出现的。

* + 1. 评估标准

实验主要的目的是为评估Pt-k算法和其他TOP-K算法的性能，所以我们选用以下两个参数作为评判算法性能的标准。

* 计算速率：用以计算一个查询算法一组数据源所需要的时间。算法的计算速率可以确定一个算法是否可以实现高效的查询。
* 准确率：用以评估算法在结果集中是否会出现重复的数据，出现重复的数据说明查询算法在某些方面有些缺陷。
* 堆栈峰值：由于在计算过程中，统治集概率计算需要利用堆栈，对于较大的数据量，无论是机器的内存还是IDE预设的堆栈，很有可能发生堆栈的溢出。打个比方，Delphi7预设的堆栈为1000个，超过这个数目，就会自动跳出函数，继续执行，这样肯定就会导致程序执行错误。不过考虑到测试数据，在本次实验中没有超过IDE预设的堆栈峰值。
  1. Pt-k查询算法应用
     1. 数据预处理

由于数据源二中共包含三种不同的分布方式，可以是只有概率值具有一定的分布，可以是只有得分函数的数值具有一定的分布，也可以是概率和得分函数的数值都具有一定的分布，所以我们生成数据的时候需要考虑到这三种情况，同时也需要评估这三种情况的准确率。

对于随机函数生成的概率和生成规则的随机，我们采用的是二次随机的策略，即首先生成所有元组的概率，然后随机生成的生成规则，由于生成规则中，所有元组的概率和小于1，因此，对于在生成规则中的元组，需要再次计算它的概率值，务必使所有不确定性数据满足条件，同时，不会产生错误的数据，保证生成的数据的正确性。

对于随机函数，我们通过改变算子的方法得到不同的数据，由于根据现有的技术无法保证所有数据做到随机，所以本次实验中的所有生成数据，或者生成规则，或者概率都是通过伪随机的方法生成的。

对于数据、生产规则和概率，为了达到一个随机分布的效果，还有保证数据的正确性和可控性，采取以下伪代码处理方式：

图5-1 伪代码

**Input:** 元组个数MAXN，生成规则的个数MULTIRULE，每个生成规则所包含的元组范围RULEMIN和RULEMAX；

**Output:** List;

**Method:**

For each ti，i <MAXN

1. 生成随机分布数据；
2. 加入数据列表datalist；
3. 加入概率列表prolist；

End for

1. 随机计算一个规则包含元组的大小rulecount，范围在RULEMIN和RULEMAX之间；

For each i，i < rulecount

1. 对1进行随机分割成rulecount块，每块就能保证随机；
2. 加入生成规则列表rulelist；
3. 随机生成0至MAXN的一个值

If 生成规则标志位为没有标志

1. 修改prolist的概率值，随机决定其是否减去一个随机值
2. 修改标志位，标志其已经加入某个生成规则；

End if

End for

从上面的伪代码可以知道，实验室尽量符合，还有优化需要用到的元素，让整个Pt-k算法更加完整，效率更加高而进行的计算。而且现实数据库也可以知道，大量的不确定性数据都会有如上的属性——数据、概率值、生成规则。我只是通过一些随机分布计算方式，将演算过程进行压缩，以达到我们研究Pt-k算法的目的。

根据图3-2的运行结果，明显可以看出，没有优化过的其他TOP-K算法根本就无法跟优化后的Pt-k算法进行同一种数量级的比较，因此，我们主要根据现有的一些优化技术进行一个比较，测试Pt-k算法在上述不同数据模式下的一些结果。由于在优化Pt-k算法中，我们需要优化的主要部分是统治集概率，因此，我们需要针对统治集概率优化进行一个验证。同时，由于统治集概率优化中，存在两种不同的算法，一个是积极的前缀共享，一个是消极的前缀共享，需要对此进行一个进一步的分析和研究。

* + 1. 阈值不同时的运行结果

对于不同类型的数据，我们首先列举我们即将进行实验的数据范围，还有需要进行测试的数据集合。

图5-1 测试数据参数分布

从上面的测试数据可以发现，我们关注的重点是阈值改变对整个查询的时间有何影响，变量约束为阈值。为了让结果更加明显，我们采用了多次生成数据，取它平均值方法进行测量，运行结果为图5-2：

图5-2 不同阈值情况下的运行情况

从上面的实验结果可以发现，查询的效率发生着巨大的改变，对于较大的阈值，可以知道的是，阈值p发挥减枝作用，根据上两章的讨论，阈值最大的作用就是减少元组扫描的数量，提高程序检索的效率。在这个实验中，可以明显看出，改变阈值让减枝技术发挥了作用，先前的理论是正确的。同时，也可以看出，用户对于选择不同的阈值对程序的运行效率有着重大的影响。

* + 1. 生成规则发生变化时运行结果

生成规则作为不确定性数据中的一个重要属性，对它的影响和效率十分有必要进行一个度量。我们首先固定其他变量，只修改生成规则的数量和生成规则中平均包含的元组数量。如图5-3所示，我们关注的重点在于如何改变生成规则数量。

图5-3 测试数据参数分布

从上面的数据进行演算，计算不同生成规则数量对整个程序的运行效率有什么影响，我们将结果展示，如图5-4，我们可以发现，生成规则的数量对整个算法的效率不是关键因素，在实验中，我们通过对运行时间进行一个检查，对于较大的数量的元组，我们在不断改变元组的生成规则之间的关系，可以明显观察到，利用元组压缩技术，维护重排的列表，对于整个程序的运行时间来说，是一个较小的时间。

我们选取的数据都是模拟数据，而且是经过一定的处理，具有一定的离散性，可能和实际的数据表现不同，这个是有可能的。因为在实际数据中，生成规则不会如此稳定的出现，出现的方式和现象可能有所不同。举个简单的例子，如果一个元组在多个生成规则中出现，那么整个算法的效率如何表现，这个我们并没有分析，也没有具体的讨论。不过，也可以利用相同的思路，将整个数据集变为单一生成规则的原则进行一个处理。

算法运行结果是：

图5-4 不同元组规则的测试结果

从上图结果显示，我们可以明显观察到元组的生成规则在整个算法流程中起到数据的预处理的作用，并不会对整个程序的运行效率有所影响。

* + 1. 元组数量发生变化时运行结果

图5-5 测试数据参数分布

上面两个小节已经对元组的阈值和生成规则数量进行一个简单的验证测试，结果就是生成规则的元组压缩策略是一种数据的预处理作用，让数据达到符合数据要求的作用，因此，它的运行效率对整个算法的效率影响不大。

不同的元组数量是否会对整个算法效率有影响，不同的参数K对整个算法运行效率是否有影响，整个算法的运行结果如图5-6

程序运行结果：

图5-6 不同元组数量运行时间

从上面图5-6运行结果所示，整个算法的运行效率是关于元组数量敏感，这个结论也可以通过之前的分析可以知道，如果我们将数据固定，只改变数据的扫描数量得到的结果也是一样的。

从上面的数据也可以分析得出，元组的数量对整个算法的运行效率起着重要的参考作用，为了验证数据的敏感度，算法的运行效率，利用监控程序运行时间，可以发现，当元组数据量比较大的时候，越是计算靠后的元组的统治集概率，所耗费的时间越多。

正如之前讨论的一样，整个算法的运行时间取决于算法扫描元组时候，计算元组统治集概率的时间，如果需要统治集概率计算的元组数量越多，则耗费的时间久越多，对整个算法效率影响也就越大。

对于参数K的改变也是相同的，如果让排名较后的元组计算统治集概率会严重影响算法的效率，因此，如果参数K较大，则运行效率也会较低，时间更长，如果参数K较小，则通过减枝技术就能避免大量计算统治集。总得来说，整个算法需要避免计算统治集概率。

* 1. 实验测试与分析

通过上面的实验过程，我们可以注意到，整个算法的效率有着巨大的差距，对参数十分敏感，特别是阈值p的改变对整个程序有着重要的影响。但是，到底都是因为计算统治集概率，从而影响到算法的效率。

这样不仅说明，在整个算法的运行过程中，起着决定性作用的是计算统治集概率，还有计算统治集概率所在元组的深度，这就说明如果计算统治集概率，和整个算法的复杂度有着重要的关系。

* + 1. TOP-K质量分析

关于Pt-k算法的质量，可以这样理解，对于固定阈值，由于存在于TOP-K列表中的元组是唯一的，而且检索过程只需要扫描一次所有数据，对于正确率和准确率还是很高的，误差可以接受的范围。

TOP-K质量和阈值p的选择十分有关系，当阈值选择比较大的时候，即使是靠前的元组也未必能出现在TOP-K列表中。

相反，如果阈值p比较小，那么，对于所有元组来说，都很有可能出现在TOP-K列表中，如果阈值p足够小，结果集是有可能包含所有元组的，因此，TOP-K的质量会有所下降。

结论就是，在Pt-k算法中TOP-K的质量取决于阈值p的选取。

* + 1. 参数敏感性分析

根据上面几个表，可以看出，在同种情况下，Pt-k查询算法对阈值p敏感度最高，从图5-2中数据量较大，阈值较大的情况，运行时间反而比数据量较小的元组运行时间要短很多，可以看得出是减枝技术发挥了重要作用。对于数据量的大小，反而敏感度没有那么明显，呈现的效果，没有阈值影响重要。

对于元组生成规则的变化，是最不敏感的，对于元组生成规则的个数和每个生成规则所包含的元组数目，可以看到是一种线性的增长。

Pt-k算法对于阈值p的敏感度最高，从5.4.1.节的分析也可以看出，TOP-K查询的质量也是关于阈值p敏感，因此，阈值p的选取，对于查询的效率和查询的质量有着决定性作用。

* + 1. 数据处理能力分析

关于Pt-k算法对不确定性数据处理，可以发现有着明显的提高，当然这是和确定性数据是无法比拟的，只能通过本身的比较得出较为合理的分析。

对于实验的数据，无论不确定性数据的概率值是否具有一定的概率分布，或者足够离散，对于数据处理效率来说，没有太大的区别，因此，并没有将数据结果分类展示出来。

* + 1. Pt-k算法优化分析

我们从上面的数据分析，可以对三种不同的优化进行一个简单的比较。

1. 对于没有前缀共享优化来说，效率是比较低，虽然比原始的数据有了很大的提高，但是仍然具有缺陷，所以需要前缀共享；
2. 对于积极的前缀共享优化来说，效率比没有前缀共享有着巨大的提高，有着一种质的飞跃，但是，相对于校级共享前缀，还是有着一点差别，效率上还是具有一点劣势，就是对于数据重新排序十分积极，因此弱化了前缀共享的效率。通过上一章的讨论可以知道，统治集概率计算是最为消耗时间的计算，效率最低的部分，所以，只能强化前缀共享的作用；
3. 对于消极的前缀共享优化来说，效率有着明显的提高，主要是利用了前缀共享的优化作用，但是无可避免的是还是要对整个数据集进行至少一次的检索，没有充分利用定理5的作用；
4. 在实验过程中，通过观察结果集，可以发现，有些排名较后的元组是没有必要进行一个繁琐的统治集计算，需要完成的只是大部分靠前的检索，很大部分时间都浪费在靠后元组的检索过程中，而且输出的结果集往往大于参数K；
5. 如果是采用Pk-Topk的算法，效率会有着更大的提高，因为它比Pt-k算法更进一步，只需要输出K个元组的结果集就行了。不过，极端情况，如果结果集没有K个的话，数据的质量也会出现问题。因此，我们可以采取折中处理的办法，输出个元组完成整个查询，否则继续查找到最后一个元组。
6. 如果还是采用Pt-k算法，可以进一步优化定理5，优化减枝技术，减少靠后排名的元组检索时间。
   1. 实验结论

本实验得出的结论就是，Pt-k算法优化后，处理不确定性数据性能有着70%的提高，但是相对于较大数据集来说，提高的效率还不够。查询过程对于阈值p十分敏感，原因是程序大部分时间耗费在计算统治集概率上，只能通过减枝技术和共享前缀方法优化效率。

此算法，还以进一步优化，提高效率，可以减少不确定性数据查询的时间消耗，减少不必要的统治集计算时间。

统治集概率的计算是比较消耗时间的，尽可能避免计算统治集概率，还有深度较高的元组的统治集概率，这样才能提高整个算法的效率。

总的来说，统治集概率避免了建立全部的可能世界，是一个质的飞跃，极大提高了算法的效率。但是，统治集概率的计算仍然十分消耗时间，如果能避免计算统治集概率，将会是另一次的质的飞跃。

* 1. 本章小结

本章首先经过前面几章的分析，得出算法的伪代码，然后通过建立模拟数据和评估标准，验证算法的正确性和效率。

为了知道整个算法的参数敏感度，分别对阈值p、元组生成规则、参数K和元组数量进行一个简单的数据模拟实验，得出了结果是统治集概率的计算时间是影响整个算法运行时间的根本因素，其他因素都是在这个基础上发挥自己的作用。

同时，本章通过对一些参数约束后的数据进行一个简单的运行分析，实现了第四章的优化算法和进一步优化Pt-k算法的输入数据，使其更加符合数据检索要求。通过对数据的列举和分析，得出了实验结论和后续优化的建议。

后面一章将是本文的结论和展望，本章也有研究不够深入的地方，例如扫描的元组数量，还有元组数据的特性分析，都没有深究。因此，继续延伸研究和发展Pt-k算法是十分有必要的。

1. 总结与展望
2. 1. 结论与总结

本文基于Pt-k算法的优化进行了一个实现，并对测试数据进行一个效率分析，得到的结果是，这种算法的优化能够有效提高Pt-k算法的效率，但是在更加大型的数据库，元组数量更加庞大的时候，显然这种算法也有其缺陷。Pt-k算法即使优化后，还是要对排名较后的元组进行检索，不确定该元组的TOP-K概率是否超过阈值p，而计算过程消耗最大的就是计算其统治集概率，因此，对统治集概率计算优化是一个研究重点。

我们还可以延伸对Pt-k算法的研究，处理更多种不同类型的不确定性数据检索。举个例子，可以尝试解决不确定性数据查询中的TOP-K Skyline查询。

但是，根据上面实验的结果，我们可以发现Pt-k算法的效率有了明显的提高，但是仍然存在以下几个问题：

1. 对于数据的要求很高，处理所需要的时间仍然是需要计算的；
2. 如果原始数据发生变化，查询的效率仍然是十分巨大的；
3. 元组数量和效率是成反比，阈值和效率成正比，参数K和效率成正比，这个取决于计算统治集概率的时间，元组数量愈多，阈值发挥作用越少，参数K越小，则需要计算更多的统治集，直接降低了效率；
   1. 展望

通告前面几章的讨论，可以发现，确定性数据和不确定性数据有着巨大的区别，我们无法使用确定性数据的属性和方法解决不确定性数据问题，是直接导致新热点的关键。由于真实世界应用中数据固有的不确定性和数据不确定性的广泛存在，以及相关应用系统需求的增加，针对不确定数据管理的研究已经成为数据库技术研究中一个新的研究方向。

本文基于不确定性数据的查询处理研究基础上，对确定性数据中TOP-K算法在不确定性数据领域的一种算法，Pt-k算法进行研究、算法改进、算法实现与效率测试，进一步延伸TOP-K算法在不确定性数据领域的应用。

与传统的查询处理相比，不确定数据上的数据模型引入了概率，结果集多以概率为衡量指标。为了减少查询代价，多种优化技术已经应用到不确定数据查询当中，比如剪枝策略和索引等。目前，不确定数据的管理、模型以及查询处理的研究受到了广泛关注，但是还有很多研究问题亟待解决，比如不确定数据建模、不确定数据整合、不确定数据管理的评价指标和不确定数据挖掘等。诸如上述问题是不确定性数据的研究重点，本文由于研究重点为查询，没有具体涉及上述方面，但是查询也是为解决上述问题的铺垫。
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