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Topic The hateful meme detection task presents a unique problem in the field of text mining and image recognition. This problem requires advanced algorithms and techniques to analyze and extract meaningful information from multimodal features, effectively combining image and text data to identify and classify hateful content in memes. Within this context the rule of textual modality will be studied.

Aim and relevance Studying the textual aspect of hateful memes, which have become a popular way for people to spread hate speech, has numerous benefits for improving online safety through introducing useful insights and methods to automatically detect that in online platforms. In addition, it could help raise public awareness about the harms of hate speech.

Problem definition Research question: What is the role of textual modality in hateful meme detection?

Sub-questions:

1) What are the advantages and disadvantages of different text classification models within the context of hateful meme detection?

2) What is the impact/role of stylometric and emotion-based features on/in the hateful meme detection?

Data-collection The dataset is already available at <https://www.kaggle.com/datasets/williamberrios/hateful-memes>. The dataset has been constructed by a professional team from FacebookAI and its quality has been checked and refined to make it very interesting to the task at hand.

research method During the project the following methods will be compared and explored:

- Textual models:

* 1. SVM with bag-of-words (baseline)
  2. SVM advanced using stylometric and emotion-based features [[1]](#footnote-2) [[2]](#footnote-3)
  3. Bert

The image classifier would be frozen throughout the whole experiment since we are focusing on the textual modality in the memes. A state-of-the-art image classifier will be chosen (to be determined later on).

To answer the second subquestion one of two approaches will be adapted:

1- performing a study where we add the features one by one to investigate the impact of each feature on the performance of the model.

2- performing a study comparing the gold labels to the features directly and trying to find patterns. This has the advantage that we eliminate other factors affecting the results (such as the model of choice)
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| **orientation phase** | 6/2 – 31/3 | - Explore dataset and literature  - Determine the topic and setup the thesis planning  - look up features that could be used |
| **execution phase** | 31/3 – 14/3 | - writing related work  - finalize features to be extracted (theoretically)  - implementation of baseline |
| 14/3 – 28/4 | - implementation of complex model  - Bert |
| 28/4 – 12/5 | - finalizing code  - writing methodology |
| 12/5 – 26/5 | - writing results  - writing discussion  - start error analysis |
| 26/5 – 9/6 | - finalize error analysis  - writing error analysis  - writing conclusion & introduction & abstract |
| 9/6 – 16/6 | - Finalizing report  - Cleaning up the code |
| **completion phase** | 16/6 – 23/6 | Preparing presentation |
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