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### 第一章

略

### 第二章

#### 产生式系统的定义与组成部分

产生式系统是人工智能系统常用的一种程序结构，通常由以下三部分组成：综合数据库、产生式规则集和控制系统。

综合数据库是由问题的状态描述所构成的集合。

产生式规则具有IF<前提条件>THEN<操作>的形式。当规则的前提条件被某一状态描述满足时，就对该状态施行规则所指出的操作。

控制系统决定在这些适用的规则中选出哪一条来使用。控制系统的第二个任务是检验状态描述是否满足终止条件，如果满足终止条件，则终止产生式系统的运行，并用使用过的规则序列构造出问题的解。

#### 产生式系统的基本过程（必考）

Procedure PRODUCTION

1. DATA←初始状态描述
2. until DATA 满足终止条件，do：
3. begin
4. 在规则集合中，选出一条可用于DATA的规则R
5. DATA←把R应用于DATA所得的结果
6. End

步骤4是不确定的，只要求选出一条可用的规则R，至于这条规则如何选取，却没有具体说明。

选取规则所依据的原则称为控制策略。

多数人工智能系统控制策略的信息并不足以在第4步选出最合用的规则，因此控制策略便成了一个搜索过程。

高效的系统需要被求解问题足够的知识，以便在步骤4选出一条最合用的规则。

#### 产生式系统的特点

1、模块性强。综合数据库、规则集和控制系统相对独立，程序的修改更加容易。

2、各产生式规则相互独立，不能互相调用，增加一些或删去一些产生式规则都十分方便。

3、产生式规则的形式与人们推理所用的逻辑形式十分接近，人们具有的知识转换成产生式规则很容易，产生式规则也容易被人们读懂。

#### 产生式系统的控制策略

产生式系统的控制策略可以分为两类，一类是不可撤回的，另一类是试探性的。试探性控制策略进一步又可分为回溯方式和图搜索方式。

#### 不可撤回式控制解八数码难题

设爬山函数CF(S) ：不在目标位的数码个数的负值。

初始状态S0： **![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOEAAADgCAYAAAD17wHfAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAgY0hSTQAAeiYAAICEAAD6AAAAgOgAAHUwAADqYAAAOpgAABdwnLpRPAAAAAlwSFlzAAAXEQAAFxEByibzPwAAErhJREFUeF7tnUFy3LYWRXsHnmXoYYZO3JpkmPI8cw8ySVmtLMAbcJUX4X14BX9n+Y2mWiJBsHkf+z2ApA6rVLZajwRwcC8AAiD7cOCAAAQgAAEIQAACEIAABCAAAQhAAAIQgAAEIAABCEAAAhCAAAQgAAEIQGClBB7+/fPwcPr2Zn6OX/53SD9vqcxLywqrCV+cPeN6PDz9d+AHBmjApgFMSMNBw9lYA5iwcQXQa9h6jT3ywoSYkJ6wsQbiTbjniZpr5e25jF5lg1U3gVcwfLgJXRNY2cWuQFeWrVVmB1ZdtWBCZ3kiLB0orDChrhZDJMLSYcEKE+pqMUQiLB0WrDChrhZDJMLSYcEKE+pqMUQiLB0WrDChrhZDJMLSYcEKE+pqMUQiLB0WrDChrhZDJMLSYcEKE+pqMUQiLB0WrDChrhZDJMLSYcEKE+pqMUQiLB0WrDChrhZDJMLSYcEKE+pqMUQiLB0WrDChrhZDJMLSYcFqJyb8/Z/fDsfH0+F4+j54JOR4+nH5PP295hEprA+Pvx4+nj4Xyvr98vnD0/uaRb07rUhWx8c/zpy+Zpo4c/ry1+HD37/cnXfPC2z2UaYkyOPpp/QEeIpLlVLjiBBWEk3eyJQqLn2WhLeVI4LVpVEWdJEa6LUcmzRh1+rb30OSzos+vIXVGVBrbK5pp/i1tfYl7t6skgEtukgN2xqOzZkw9WgW0HlsdI/oLaw0rF5S3rUI7JbIPVmlkdEyTu1HDtszYaFXSEOLVAn9I90fTfeY78IaQE9hlRqcVNb83i/93n0+HB3Uvh+2QnVlVWis0v3fw9NrXXe3MMO5g5SHXDvWctwbvykTlkQ5J7TSECVVTtThK6yhYOaG07kR135/6MWqVMe3dDGaxGt8f7gtE2azXXOivBqtaxFfe4nIoZqXsFLex5VzuwdPrX5+TlRj43FdL1bWxieNHIZ6+OlRnMXX2JQJ88yqkw81xeklrJIJlVp+kybMblGU4eWaOG3MhO8u637dWtkPRZMvMbWge5pwPClj6wmtjExAHYK9WKVG1qoLekKHCrReohZ0L2Gl8h0fPw2HTTP3LvlEVOS9r5V/jSUKNU/5TGrrNcNN9YQq5Dwuv3GPhO5pwosRs1k/dXY0rRWu/fBmpZZ3PEPadqfRmzBhvn1pbkZVrcwarbtlt8y1MpPI1Pvle8p677k1TZiGrN1WtuHGB3Vy796y3jp/9yYcDemCe4goYXXbscZrXMNhdtovW2d7nocoo1j183Zrc0fSxhqOXZuwtH6kzJzdUzERwppajC9VXjdcjduMcA+b/NwIVnkaeSP8MlpYiQFTfndrwuIi/Qb3jk6JqFRx/c8ih9xeRqxhwnyNOJ+gW0NvuEsTlgwYuUDfF6WnsKYaktK2tdIWvehe/14zerKaykv3mNvXy0xz9//xXtzWO4t2Z8JSz1HLgP2hxf0CPU8kZJMIc73baBY4+P73/jJ2u5hqH5fhfcY2csZ8rny7MmGpN6hpQE8TWtcIrxU9epB1xRM1NXrCKQOUHxFrs1SxGxOWZg5bTD97CSs3kzq0HC1Er/ghXy9Wcz3N9FDVthliaTpz523ehN3QYjzOb2FAz54wr5i5iizdl7YW+VyeW+cv31PcaoPDpk04tQY0d+80J457/u4lLEx4Ty3o597DWU/lduRmTVi+/2v/WgdMqEvTj9VwA7dlnRQT6vU1iFzDBMxU1r2EtXR/4/ie0Pa0ycIqWXSaH6vhVjR1JDRm1eadM5vrCVsvQcypzUtYS5+IGJ1XYYPCHJP4Bit/taHW8OSTX63nEfpmXMq0eJ6ny9O0cn692ksQc3C8TJg//Z2uO9fCl9821mbafY6T5yRWcXPGzNLMmlh5eiTchHnLlTK/tqcFvEyYYJbKmz5TX2rVeifInBF9WY1fC5l6tlwfl5c9FV6KxWL9XG2d/17qGUotiPqZkOSiEE9hXR6/Mb5z9Jr+Ft496slq6SsPUx5av4FgMz3h0hf+TplykcOEkzyFlZLj5b8C9OcQ68t/rwZsPZrajAmXvgR36yZ8NeJw8mGqXJfh6sq+ayF6YqZ//anNGyVerSZich6bMaE6zFTj9PbVFundE+YC4wthtPp4/aKg4W6q1EjlLwXWrhgXtRkTxiHwvXKkCX1z2v5qsOrqABM6axFh6UBhhQl1tRgiEZYOC1aYUFeLIRJh6bBghQl1tRgiEZYOC1aYUFeLIRJh6bBghQl1tRgiEZYOC1aYUFeLIRJh6bBghQl1tRgiEZYOC1aYUFeLIRJh6bBghQl1tRgiEZYOC1aYUFeLIRJh6bBghQl1tRgiEZYOC1aYUFeLIRJh6bBghQl1tRgiEZYOC1aYUFeLIRJh6bBghQl1tRgiEZYOC1aYUFeLIRJh6bBghQl1tRgiEZYOC1aYUFeLIRJh6bBghQl1tRgiEZYOC1YNTfhw+nbY7c/5ZbIXce25jF5lg1WnkyuH3r96UyZElhLgs2ejFuDDBjZJA65HUVReLekar0Prro8CYNWuJ3R1+couxn2OXiGwanhPqFfT9iIRll5nsMKEuloMkQhLhwUrTKirxRCJsHRYsMKEuloMkQhLhwUrTKirxRCJsHRYsMKEuloMkQhLhwUrTKirxRCJsHRYsMKEuloMkQhLhwUrTKirxRCJsHRYsMKEuloMkQhLhwUrTKirxRCJsHRYsMKEuloMkQhLhwUrTKirxRCJsHRYsMKEuloMkQhLhwUrTKirxRCJsHRYsMKEuloMkQhLhwWrHZvwePrx8t4OXRI+kZHC+vD3L4ePX/46HE9fB+8lOZ6+Xz5/eHrnU4hKV4lkNVWED4+/DthVKurNZK4c+v+65is8gSy3x8dPTSFHCev4eCq+ECjnm8y4lSOK1a3yH08/m+qjlLdwj4Qn0CvV7//8NhJqbUF6Cyv1fv2evcRzZMTT59rFXpSeN6u5TOQjiJT+Go5wj4Qn8Ezx4en9WazDVq4FZG9hWQ14TT+NCNZ+eLO62QM+/hH/asGFwMM9Ep7AueClHrBmBffZe6b78dyj9fmlRqa793v/kmS6D0yGyxug9PvaD09Wt8p6YVRooFs00rscjnainH5XZW0hegkrCScvV5pUmJxwuAxbhyOB47n1X/PhxWqujKVhaK205/KW/h7eUUUl0A0/X2dBUzp7Go7mvWD6fe7IJ6WS+NZ81DBCaojW1EjvpicstWzJkGkSIwdeW4Rewuo3KOrQMu891fNqM7qm58Xq1uhgbiKrVdlLtzD9vLrmK6InzK+Zpu/zio2u4ClIHummXr5fRqUXdK20ShfzYHUrq2n9dHhPPfyde8I7KvplBvAyHH2dpCiNr+9IZtGpHsLKh5Vp4mmPhwerKS7jofnPVYyUdjQc/XGZEVUKVFu8HsLK7wfz2dBu18xrq56GnWk0sDWzerAq1W/ptuQ6SdX6dkXRrHsPHTEcvWWs1pA9hJXf817LOzcT3E1Ofb+0+Fs4PFiVyjkehr5OULXWByasoEwPYeWzvinbubBuTTiknnELRvRglVdp3lB1E1yve2ox4fN6XqQXWkP2EFZehvHwdP47/HLxRTJfem0PVv208wmtdP18iN5aH/SES9ViOM9DWFO9XHfv92nUy6VF/PKyzdtaJxytG/dmza9ViAnpCSU7l0yYhqNzR6nHXPOw1KPBmrpfnlojxYSYcM5Hl7/nQkktvHrkPeKaH23yMmH+jGC67tQWP0yICSUv5UKxLD3km9nXvHXNy4TjPbOvmzdy4JgQE0omHO+BtT0xv0ah3ZqQkKBMBOUPO8+NGtbIJnwZLzyBrHJaQ/Zo3afWCVWxtmZgzacar84s3lq+mfvbPXlZem64R8IT2KMJs1dZWCsXE84v4UyZ0craIz7cI+EJ7NKE+eM3w/2xtyp+/CSFPqnjISjLNTxGDXM9m/Xvlvx7xYZ7JDyBHZow3/toeYpiNDFTWCvzEs+918GEHcFwj4QnsEMTpiLlC8/qel9+nmVm9V5TWc/3MOHSNFukPZXXcI+EJ7BXE2avblT2g5beSWMVac34FkZY4/1yuEfCE9ipCUu9oXnb2srfuIYJGY6GNPqewio9F6dONCjb3EIAGC7qyUpNlp6QxXpVKy9x3ebs8ftUb5lxCwbsT0iYodxxAibEhIvk072Fe/j9E1MmtMykLsqM40n0hAxHHeX0eqlIYaXn5ZLJSi8w4gthtOqkJ6zQE2pVERcVacK4XLe5Mqx22hO2kVOdnrB12bzTx4SY0FtTl+shLB0rrDChrhZDJMLSYcEKE+pqMUQiLB0WrDChrhZDJMLSYcEKE+pqMUQiLB0WrDChrhZDJMLSYcEKE+pqMUQiLB0WrDChrhZDJMLSYcEKE+pqMUQiLB0WrDChrhZDJMLSYcEKE+pqMUQiLB0WrDChrhZDJMLSYcEKE+pqMUQiLB0WrBqa8OH07bDbn+fHtXZbPs+6g1XngyuH3r96UyZElhLgs+VviIbd22AnWEsPKYrGszVd27Vo3fVRDqza9YS6hbcXyX2OXmewanhPqFfT9iIRll5nsMKEuloMkQhLhwUrTKirxRCJsHRYsMKEuloMkQhLhwUrTKirxRCJsHRYsMKEuloMkQhLhwUrTKirxRCJsHRYsMKEuloMkQhLhwUrTKirxRCJsHRYsMKEuloMkQhLhwUrTKirxRCJsHRYsMKEuloMkQhLhwUrTKirxRCJsHRYsMKEuloMkQhLhwUrTKirxRCJsHRYsMKEuloMkQhLhwWrDZrwWmke/+pSsUUiLJ1XBKuHp3fFd7bMaUbPtX9kKW+uqXgmMAfS8nfXQvYuFiGsqLy2vm4Eqw+Pv2LCvGIxYWuprzf9CBMeHz9hwi2Y8Hj6HqbMCGGFZbbxhSNYHU9fMWGkCZdq5vd/fnupmOPp5/n/75Zeava8CGHNJrrRgAhWXf2+vhbxw9+/rJ6O52ixWNjwBGYQp0oYVMr5niHyiBBWZH5bXtubVWlSpmX51LTDPRKewExJj6cfvV7wq8plcZy3sBZnZAMnerPKJ2Uibzs88YZ7JDyBGzQ+fvkruz+IG4Zes+EtLM/KXtu1vFnlkzLHx9PaitxmtNjKhPkwNFVQjcNbWDXy3CoNb1b5pEytOr+XX7hHwhOYINCvkHSzXuvwFlatfLdIx5tVPinz8PS+RbHMaYZ7JDyBQpH7s6Ep/ZotorewzDW6oRM8WZV3ynS3H6n+h3MD3w/drUr87YlSHeEeCU+gUMoh8Hq9YMqKp7CUCtxyjCer0k6Z9Nm4d3xdvkh/Sw126yPcI+EJZARb9oKY0CZnTxOOJmWy9cKSDq+ftTZiuEfCE8jqvd8LdmnXHXJ4Cssm6e1Fe7JaulPmVZ/t7h/DPRKeQE97+ZDk4+lzdWV6Cqt65isn6MmqNOxMSxT55EyaNe/uEYc7a1Lj3eoI90h4Aj1yHfT+N7nWb908hdVKFLXS9WSVRjxpWJka3mSouSFmvoSV8pIa8RZHuEfCE3imls+OtWrZPIXVQhA102zNKhm2r88WI6f+PEI/L671UMuEx8c/hkDPU9AtjtbCalHmpWm2ZpWGqn19ttrmFu6R8ASeFZAA9tNqtXu+tbCWGqLFeWtgleuzJYdN94RrGYqyRGGTMCbseIV3VOEJnAuxlqEoJsSENgK7MuFwVrTVLBcmtEmwdU84HkHFvXHhFpnwjio8gdQTZms+Nin4RrcWlm9pYq/mxWqsMW2DRr67itnRhfW9ltbsmn0vYS3EsanTvFgtfYQpP29ubTEKbnhHFZ3AWlozTGiXqJsJs+WpNDKamx3P5xFarSvvYmJm/DR1nYd3pyTnJSy7pLd3hier8Ta0n5cJu9yMlycrRjur/pvdYRNJN7qjCp9+zYcULSdlmJixSdXThPmIqCTsqc9a3Qvmo6fNrhOOd8/X3y/al56nsGyS3l60N6slL/5N+ml9bL4nXMOOB0y4TMbeJky5mHuQt6+Xmm9c2PUSBSZcZoA1nBVhwmu50vA03fvlz5emnq+blNGWMWpw2nxPWAOSJY1IYVnysYVYWHW1hAmd1YqwdKCwwoS6WgyRCEuHBStMqKvFEImwdFiwwoS6WgyRCEuHBStMqKvFEImwdFiwwoS6WgyRCEuHBStMqKvFEImwdFiwwoS6WgyRCEuHBStMqKvFEImwdFiwwoS6WgyRCEuHBStMqKvFEImwdFiwwoS6WgyRCEuHBStMqKvFEImwdFiwamjCh9O3w25/rl9Is+cyepUNVp0PBl9i1H2hketRSoDP+t8cxf/Rw1gDmLDQMiEUGouaGsCEmLA4RKopwreeFibEhJiwsQZ8Tfjvn/udhPGaoOA6aKSvgbNnOCAAAQhAAAIQgAAEIAABCEAAAhCAAAQgAAEIQAACEIAABCAAAQgUCPwfahyG/8nuSUoAAAAASUVORK5CYII=)** 目标状态Sg ： ![](data:image/png;base64,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)CF(S0)＝ - 4 CF(Sg)＝ 0

状态描述S：3阶方阵

4条产生式规则使用顺序：空格左、上、右、下移。

控制策略：处于任一状态S，系统根据爬山函数选择一条规则使得这条规则作用于 S 时，获得的下一状态爬山函数不减少且最大（亦即距离目标状态最少）。

解过程：

#### 回溯控制策略的定义及产生回溯的条件

回溯方式是一种试探性的控制策略。（类似深度优先）

1. 当产生了一个上溯到初始状态的路径上已经出现过的状态时；
2. 当已应用了一定数量的规则仍未得到一个解时，这个数量是事先确定的，叫做深度限制；
3. 当已没有了可用的规则时。

#### 图搜索控制策略的定义

图搜索控制方式可以同时记录多个规则序列的执行效果，作为一种特殊情形，我们可以用树结构记录规则的应用和所产生的状态，这种树结构称作搜索树。树的根表示初始状态，有向弧表示规则的使用，除根以外的其它各节点：规则应用的结果图搜索控制方式不断地扩展搜索树，直到它包括了满足终止条件的节点为止。

#### 产生式系统的工作方式

1. 正向产生式系统（数据驱动控制） ：

综合数据库：用状态描述

产生式规则：F规则--状态产生新状态

从初始状态出发，不断地应用F规则，直到产生目标状态为止。

适用条件：初始节点数≤目标节点数

1. 反（逆）向产生式系统（目标驱动控制） ：

综合数据库：用目标描述

产生式规则：B规则 目标产生子目标

从目标状态出发，利用反向的产生式规则（ B规则 ）不断地产生子目标，直到产生出与初始状态相同的子目标为止。

适用条件：初始节点数≥目标节点数

1. 双向产生式系统：正向产生式系统和反向产生式系统结合.

综合数据库：既有初始状态描述，又有目标状态描述。

产生式规则集：既有F规则，又有B规则。

正向产生式规则用在初始方向的状态描述上，反向产生式规则用在目标描述上。

控制系统:判断选F规则还是B规则；判断已经产生的状态和目标是否能以某种方式匹配，从而满足结束条件。

结束条件：中间汇合时的状态。

适用条件：初始节点数与目标节点数都很多。

特点：效率高；复杂。

#### 可交换的产生式系统的定义与性质（必考）

在某些产生式系统中。规则应用的次序对产生的状态无影响，即从初始状态到目标状态不依赖规则次序，因此可应用不可撤回式控制策略，从而提高了产生式系统的效率，这类产生式系统就是可交换的产生式系统。

一个产生式系统称为可交换的，如果对任意状态描述D具有如下性质：

（a） 设RD是可应用于D的规则集，任取r ∈RD， r作用于D得 D’，设为D’= r (D)，则r对D’ 可用(即：设D’的可用规则集为RD’，则r∈ RD’ ，即RD⊆ RD’ )；（每一条对D可应用的规则，对于对D应用一条可应用的规则后所产生的状态描述仍是可应用的）（可应用性）。

（b）设D满足目标条件，D的可用规则集为RD，任取 r∈ RD ，用r作用到D产生状态D’ ，D’满足目标条件。（如果D满足目标条件，则对D应用任何一条可应用的规则所产生的状态描述也满足目标条件） （可满足性）。

（c）设D的可用规则集为RD，任取 r1, r2, …, rn ∈RD，依据（a）将r1, r2, …, rn依次作用到D及产生的状态上，得状态Dn；设r1’, r2’, …, rn’ 是 r1, r2, …, rn的任意一个排列，用r1’, r2’, …, rn’依次作用到D及产生的状态上，得状态Dn’，则Dn’= Dn （对D应用一个由可应用于D的规则所构成的规则序列所产生的状态描述不因序列的次序不同而改变）(无次序性）。

#### 可分解的产生式系统的定义

能够把产生式系统综合数据库的状态描述分解为若干组成部分，产生式规则可以分别用在各组成部分上，并且整个系统的终止条件可以用在各组成部分的终止条件表示出来的产生式系统，称为可分解的产生式系统。

#### 可分解的产生式系统的基本过程（必考）

Procedure SPLIT

1. DATA ← 初始状态描述
2. {Di} ← DATA的分解结果；每个Di看成是独立的状态描述
3. until 对所有的{Di}， Di都满足终止条件，do:
4. begin
5. 在{Di}中选择一个不满足终止条件的D\*
6. 从{Di}中删除D\*
7. 从规则集合中选出一个可应用于D\*的规则R
8. D ← 把R应用于D\*的结果
9. {di} ← D的分解结果
10. 把{di}加入{Di}中
11. end

#### 可分解的产生式系统重写问题的解序列

设产生式系统的初始状态描述为（C、B、Z），它的产生式规则是以下重写规则：

R1：C –>（D，L） R2：C –>（B，M）

R3：B –>（M，M） R4：Z –>（B，B，M）

终止条件是状态描述仅包含M。

重写问题的AND/OR树：

### 第三章

#### 算法中用到的部分变量、常量、谓词、函数

* 变量：

DATA，RDATA：状态变量

RULES, PATH ： 表变量

* 常量：

NIL: 空表 ----LISP语言中的常量，也可用（）

* 谓词：

TERM(DATA): DATA满足结束条件时，为真

DEADEND(DATA):DATA不在解路上，为真（往下到达目标的可能性来定义这个谓词：若从 DATA当前状态往下走到达目标的可能性很小时，则放弃这个状态 ）

NULL(X): 表X为空表时，为真

* 函数：

APPRULES(DATA): 将DATA所有可用规则进行排序所得到的表

FIRST(X): 取表Ｘ的头

TAIL(X): 取表Ｘ的尾

CONS(E, X):将Ｅ加入表Ｘ前

#### 回溯算法（BACKTRACK）的基本过程（必考）

Recursive Procedure BACKTRACK（DATA）

1．if TERM（DATA），return NIL；

2．if DEADEND（DATA），return FAIL；

3．RULES←APPRULES（DATA）；

4． LOOP：if NULL（RULES），return FAIL；

5． R←FIRST（RULES）；

6． RULES←TAIL（RULES）；

7． RDATA←R（DATA）；

8． PATH←BACKTRACK（RDATA）；

9． if PATH＝FAIL，go LOOP；

10. return CONS（R，PATH）.

#### 回溯算法（BACKTRACK）算法的修改与补充（必考）

Recursive Procedure BACKTRACK1（DATALIST）

1. DATA←FIRST(DATALIST)；
2. if MEMBER(DATA,TAIL(DATALIST))，

return FAIL;

1. if TERM（DATA），return NIL；
2. if DEADEND（DATA），return FAIL；
3. if LENGTH(DATALIST)>BOUND,

return FAIL；

1. RULES←APPRULES（DATA）；
2. LOOP：if NULL（RULES），return FAIL；
3. R←FIRST（RULES）；
4. RULES←TAIL（RULES）；
5. RDATA←R（DATA）；
6. RDATALIST←CONS(RDATA,DATALIST）；
7. PATH←BACKTRACK1（RDATALIST）
8. if PATH＝FAIL，go LOOP；
9. return CONS（R，PATH）

#### 回溯策略的四皇后问题

四皇后问题：4枚皇后放在4X4的国际象棋棋盘上，如何放置使得它们不能相互俘获。

俘获：同行；同列；同对角线

综合数据库：以状态为节点的有向图

状态：4X4矩阵

初始状态： 空矩阵

规则：Rij:if i=1时，矩阵中无皇后标志，或4 ≥ i >1时，矩阵的i-1行有一个皇后标志，then在矩阵的第i行第j列放一个皇后标记

结束条件：TERM为真，矩阵中有4个皇后标志，且不能相互俘获

控制策略：回溯

DEADEND(DATA): DATA中存在1对皇后相互俘获，为真

APPRULES(RULES): j<k 时Rij排在Rik之前

回溯策略解过程：

#### 图搜索策略相关概念

有向图 ：G=(P,A)，P:点集 A:弧集

弧:两点间有方向的线。

如果有一条弧从节点ni出发指向nj；则节点nj称为节点ni的子节点，节点ni称为节点nj的父亲节点．

对于产生式系统，

节点：用状态描述标记

弧：用规则标记

假定图中的每一个节点只有有限个子节点。

路：节点序列(ni0, ni1,…，nik)称为从节点ni0到节点nik的一条长度为k的路径，其中，对于j=1，…，k，每一个nij都是nij-1的子节点。

如果存在一条从节点ni到节点nj的路径，则节点nj称做是从节点ni出发可达到的，节点nj称做节点ni的后裔，节点ni称做是节点nj的祖先。

解路径： 从初始节点到一个满足终止条件节点的路径。

图搜索策略把寻找从初始状态描述到目标描述的规则序列问题转化成寻找有向图的解路径问题．

有向树：每一个节点最多只有一个父亲的有向图．

根节点：有向树中没有父节点的节点

叶节点：有向树中没有子节点的节点

有向树中节点的深度:

1) 根节点的深度是0，

2)其它节点的深度等于它父节点的深度加1。

加权有向图（权图）：

每条弧线上都有使用费用（正数）的图。

例：从节点ni到节点nj的有向孤的费用：C(ni, nj)

路径的费用：路径上所有弧费用的和．

两节点间具有最小费用的路径：是此两节点间所有弧费用的费用总和最小的一条路。

最佳解路径：费用最小的解路径。

隐含图：由部分节点和一组其它节点生成规则所确定的图．

图搜索控制策略的目标：从隐含图出发生成一个部分明确的图，使该明确图中含有目标节点．

图搜索非形式定义

假定：所有隐含图中有向弧的费用大于某一个小的正数ε

问题：求隐含图中初始节点s到目标节点集{ti}中任意成员的一条具有最小费用的解路径。

#### 图搜索算法（GRAPHSEARCH）的基本过程（必考）

* OPEN表：未扩展的节点
* CLOSED表：已扩展或正在扩展的节点
* G：搜索图，动态变化，部分明确的图

Procedure GRAPHSEARCH

1．G←{s}， OPEN ←（s）．

2．CLOSED ←NIL．

3．LOOP：IF OPEN=NIL,THEN FAIL．

4． n ← FIRST(OPEN)，OPEN ←TAIL(OPEN),CONS(n, CLOSED) ．

5． IF TERM(n)，THEN 成功结束

（解路径可通过追溯G中从n到s的指针获得）。

6． 扩展节点n，

令M={m︱ m是n的子节点，且m不是n的祖先} ，

G ←G ∪M

7． （设置指针，调整指针）对于m∈M,

(1)若m∉CLOSED, m∉OPEN, 建立m到n的指针，并CONS(m, OPEN).

(2)(a)m∈OPEN, 考虑是否修改m的指针.

(b)m∈CLOSED,考虑是否修改m及在G中后裔的指针。

8． 重排OPEN表中的节点（按某一任意确定的方式或者根据探索信息）。

9． GO LOOP

#### 无信息的图搜索过程

一般有两种无信息的图搜索过程：深度优先搜索与宽度优先搜索。

深度优先搜索：排列OPEN表中的节点时按它们在搜索树中的深度递减排序 。深度最大的节点放在表的前面，深度相等的节点以任意方式排序。

宽度优先搜索：在排列OPEN表中节点时按它们在搜索图中的深度递增顺序，深度最小的节点放在表的前面 。

#### 启发式图搜索过程

启发式信息：用于帮助减少搜索量的与问题有关的信息或知识。

启发式搜索：使用启发信息指导的搜索过程叫做启发式搜索。

启发信息强，可以降低搜索的工作量，但可能导致找不到最优解；

启发信息弱，一般会导致搜索的工作量加大，极端情况下演变为盲目搜索，但有可能找到最优解。

* 使用启发信息的一种重要方法是采用估价函数

估价函数：定义在状态空间上的实值函数。

用f(n)表示节点n的估价函数：

1. f(n)表示从起点到目标，经由节点n最小费用路径上费用的估计。

（在搜索图中，接近解路径的节点有较低的函数值）

2. 以估价函数f的递增次序排列OPEN表中的节点：

估价函数低的排在前；

具有相等函数值的节点以任意次序排序。

* 八码难题估价函数：f(n)=d(n)+W(n)

d(n)：节点n在搜索树中的深度

W(n)：与n对应的状态描述中偏离目标的棋子的个数。

#### A算法和A\*算法的定义

A算法：使用估价函数f(n)=g(n)+h(n) 排列OPEN表中节点顺序的GRAPHSEARCH算法。

g(n)：对g\*(n)的一个估计是当前的搜索图G中s到n的最优路径费用g(n)≥g\*(n)

h(n)：对h\*(n)的估计，称为启发函数。

Note：若h(n)=0，g(n)=d，则 f(n)=d，为宽度优先。

A\*算法：对任何节点n都有h(n)≤h\*(n)的A算法。

#### 算法可采纳的定义

定义：如果一个搜索算法对于任何具有解路径的图都能找到一条最佳路径，则称此算法为可采纳的。

#### A\*算法的可采纳性（必考）

可以证明：A\*算法是可采纳的（如果解路径存在，A\*一定由于找到最佳解路径而结束）

定理1 GRAPHSEARCH对有限图必然终止。

定理2 若存在s到目标的解路径，则算法A\*终止前的任何时刻，OPEN表中总存在一个节点n’， n’在从s到目标的最佳解路径上，且满足f(n’) ≤f\*(s)

定理3 若存在解路径，则A\*算法必终止。

定理4 算法A\*是可采纳的。（若解路径存在,A\*一定找到最佳解路径而终止）．

定理5 算法A\*选择的任意扩展点n都有f(n)≤f\*(s)

定理6 如果A1和A2是两个A\*算法，算法A2比A1有较多的信息，且它们搜索同一个隐含图。若该图存在解路径，当这两个算法终止时，A2所扩展的每一节点也必被A1所扩展，即：A2扩展的节点数≤A1扩展的节点数

定理7 如果A\*算法的启发函数h满足单调限制，则当算法A\*选择节点n扩展时，就已经发现了通向节点n的最佳路径，即g(n)=g\*(n)．

定理8 如果A\*算法启发式函数h满足单调限制，则A\*所扩展的节点序列的估价函数值是非递减的．

#### 单调限制的定义

定义 如果启发函数h对任何节点ni和nj，只要nj是ni的后继，都有

h(ni)－h(nj)≤c(ni, nj)

h(t)=0 （t是目标节点）

则称启发函数h满足单调限制．

#### 算法A的启发能力的定义及影响因素

定义 设A1和A2是两个启发式算法，它们分别使用估价函数f1和f2，如果在寻找解路径的过程中，A1所用的计算费用比A2少，则称A1比A2有较强的启发能力，也可以称估价函数f1比f2有较强的启发能力．

影响算法A启发能力的三个重要因素：

（1）算法A所找到的解路径的费用。

（2）算法A在寻找这条解路径的过程中所需要扩展的节点数。

（3）计算启发函数所需要的计算量。

#### 算法A的启发能力补充

可控制g和h在搜索中所起的作用：

有时，把估价函数写成：f=g+wh(w 为正数)的形式

w很小时，强调宽度优先

w很大时，强调启发分量

经验表明，让w的值与搜索树中节点的深度成相反方向变化时，搜索效率往往会有所提高．在深度较小时，搜索主要依靠启发部分，随着深度的增加，宽度优先部分的作用逐渐增大，以保证最终能找到一条解路径．一般w与深度成反比。

#### 渗透度的定义

渗透度是对一个搜索算法的搜索性能的度量，表示搜索集中指向某个目标的程度，而不是在无关的方向上徘徊。

定义为：

P = L / T

其中，L是算法发现的解路径的长度，T是算法在寻找这条解路径期间所产生的节点数（不包括初始节点，包括目标节点）

#### 有效分枝系数的定义

有效分枝系数就是一棵搜索树的平均分枝数．

设搜索树的深度是L，算法所产生的总节点数为T，有效分枝系数是B，则有

B＋B2十…＋BL=T

或

B（BL-1）/（B-1）=T

### 第四章

#### 与/或图（AND/OR图）的定义与相关概念

定义： 与/或图是一种超图．在超图中父亲节点和一组后继节点用超弧连接．超弧又叫 k-连接符．

k-连接符：一个父节点指向一组k个有与关系的后继节点， 这样一组弧线称为一个k-连接符．k>1时，用一圆弧标记此连接符。

注意：若所有的连接符都是1-连接符，则得到的就是与/或图的特例--普通有向图。

与/或树：每一个节点最多只有一个父亲的与/或图．

根节点： 在AND/OR树或AND / OR图中没有父节点的节点.

叶节点：在AND/OR树或AND / OR图中没有后继的节点．

终止节点： 满足终止条件的节点．

一个可分解的产生式系统定义一个隐含的与/或图．图的根节点表示产生式系统的初始状态描述，连接符表示对一状态描述应用产生式规则或把这一状态描述分解成若干组成部分．

可分解产生式系统的任务：从隐含的与/或图出发找出一个从根节点出发到终止节点集的解图。

加权与/或图：权加在连接符上。

假定所有连接符的费用均大于某一小的正数ε。使用连接符的费用可以计算解图的费用．

最佳解图：具有最低费用的解图

#### 与/或图（AND/OR图）的解图及递归定义

AND/OR图

![http://210.43.128.200:8009/18/text/chapter3/images/rl3.1.gif](data:image/png;base64,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)

两个解图：

设N是与/或图G的终止节点集合，图G中无回路，从节点n出发到 N的一个解图是与/或图G的一个子图，用G’表示，递归定义如下：

1. 若n是N中的一个元素，则G’只包括节点n；

2. 若n有一个从n出发的连接符k指向后继节点集合｛n1，…，nk｝，而每一个ni都有从ni出发的解图，则G’由节点n、连接符k、｛n1，…，nk｝中的每一个节点到N的解图所构成；

3. 否则，G没有从n出发到N的解图．

设从节点n到终止节点集合N的解图的费用用k(n, N)表示，则k(n, N)递归定义如下：

1. 若n是N中的元素，则k(n, N) =0；

2. 若有从n出发的一个连接符指向它的解图后继节点｛n1，…，ni｝，设此连接符的费用为Ci，则:

k(n, N)= Ci+ k(n1, N)+…+k(ni, N)

#### 与/或图（AND/OR图）的启发式搜索过程（必考）

假定h\*(n)是从n出发的最佳解图的费用，h(n)是h\*(n)的估计值。利用h(n)指导对AND/OR图的启发式搜索。

在AND/OR图中，对任意连接符的单调限制是：

h(n)≤c+h(n1)+…+h(nk)

其中，n是任意节点，c是从n出发的连接符的费用， n1，…，nk是n的在此连接符下的后继节点。

Note: 若对于所有的终止节点，都有h(n)＝0，则单调限制还隐含着h对所有的节点n，都有：h(n) ≤h\*(n)。

AO\*算法的基本过程：

Procedure AO\*

1．建立一个只由根节点构成的搜索图G．s的费用 q(s) := h(s), G’:=G．如果s是目标，标记s为SOLVED.

2．Until s被标记为 SOLVED，do：

3．begin

4． 通过跟踪从s出发的有标记的连接符计算部分解图G’（G的连接符将在以后的步骤中标记）

5．在G’中选一个非终止的叶节点n.

6．扩展节点n产生n的所有后继，并把它们连到图G上，对于每一个不曾在G中出现的后继nj，q(nj) :=h(nj)，如果这些后继中某些节点是终止节点，则用SOLVED标记。

7．S:＝{n}；建立一个只由n构成的单元素集合S。

8．Until S变空，do：

9．begin

10．从 S中删除节点m，满足 m在G中的后裔不出现在 S中

11． 按以下步骤修改m的费用q(m)：对于每一从m出发的指向节点集合{n1i，…，nki}

的连接符，计算qi(m)=ci+q(n1i)+…+q(nki)，q(m):＝min {qi(m)}。

(1)将指针标记加到实现此最小值的连接符上。

(2)如果本次标记与以前的不同，抹去先前的标记。

(3)如果这个连接符指向的所有后继节点都标记了SOLVED，则把m标上SOLVED．

12． 如果m标记了SOLVED 或者如果m的修改费用与以前的费用不同，则把m的通过指针标记的连接的所有父节点加到S中．

13． end

14． end

#### 能解节点（SOLVED）的定义

* 1. 终止节点是能解节点；
  2. 若非终止节点有“或”子节点时，其子节点有一能解，则该非终止节点是能解节点；
  3. 若非终止节点有“与”子节点时，若其子节点均能解，则该非终止节点是能解节点。

#### AO\*算法的两个阶段

第一阶段：自顶向下的图生成过程。（对于每一个已经扩展了的节点，算法都有一个指针，指向该节点的后继节点中费用值小的那个连接符）

从初始节点出发，先通过有指针标记的连接符，向下搜索，一直到找到未扩展的节点为止（找到目前为止费用值最小的一个局部解图）。然后对其中一个非终止节点进行扩展，并对其后继节点赋费用值和加能解标记。

第二阶段：费用值计算过程。

完成自下向上的费用值修正计算、指针的标记以及节点的能解标记。

#### AO\*算法应用举例

设某个问题的状态空间如图所示。

h (n0)＝0，h(n1)＝2，h(n2)＝4，h(n3)＝4，h(n4)＝1，

h(n5)＝1，h(n6)＝2，h(n7)＝h(n8)＝0（目标节点）。

假设k-连接符的费用值为k。

从n0开始，沿指向连接符的指针找到的解图即为搜索的结果。n0给出的修正费用值q(n0)＝5就是解图的费用值。

Note:如果一个与／或 图存在解图，如果对于图中所有的节点n都有h（n）≤h\*（n），并且启发函数h满足单调限制，则AO\*算法必然终止于找出最佳解图。

#### 极小极大过程及原则

极小极大过程

1.按宽度优先生成0至L层所有节点。

2.使用静态估值函数计算第L层节点的函数值。

3.按极小极大原则计算各层节点的倒推值，直到求出初始节点的倒推值为止。实现该倒推值的走步就是相对好的走步。

极小极大原则

MAX节点在其MIN子节点的倒推值中选max；

MIN节点在其MAX子节点的倒推值中选min

倒推值

在极小极大过程中，第i层节点根据第i+1层节点的值使用极小极大原则而获得的值。

应用于九宫格的极小极大搜索过程（第三阶段）：

#### 博弈搜索α-β过程的定义及剪枝规则（必考）

定义：产生节点与返回值计算同时进行的博弈搜索过程叫α-β过程。在α-β过程中，计算MAX节点的返回值时，不是等待它的所有后继MIN节点都取得返回值之后再取它们的极大值，而是在它的第一个后继节点取得返回值之后，确定MAX的最终返回值的一个下界，这个下界称为该节点的α值；在计算MIN节点的返回值，也可以一边产生它的后继节点一边确定返回值的上界，这个上界称作该节点的β值。

剪枝规则：

1. 如果一个MIN节点的β值小于或等于它的某一个MAX祖先节点的α值，则剪枝发生在该MIN节点之下。此时该MIN节点的β值可以当做这个节点的最终返回值使用。虽然这个值可能会与使用全部极小极大过程的返回值不同，但对最终结果并无影响。
2. 如果一个MAX节点的α值大于或者等于它的某一个MIN祖先节点的β值，则剪枝发生在MAX节点之下。该MAX节点的最终返回值可以置成它的α值。在搜索过程中，α和β值按如下方式确定：
3. 令α值等于它的现有的后继节点的返回值中的最大者。
4. 令β值等于它的现有的后继节点的返回值中的最小值。

#### 博弈搜索α-β剪枝的效率

若以最理想的情况进行搜索，即对MIN节点先扩展最低估值的节点（若从左向右顺序进行，则设节点估计值从左向右递增排序），MAX先扩展最高估值的节点（设估计值从左向右递减排序），则当搜索树深度为D，分枝因数为B时，若不使用α-β剪枝技术，搜索树的端节点数BD；若使用α-β剪枝技术．可以证明理想条件下生成的端节点数最少，有

ND=2BD/2-1（D为偶数）

ND=B(D+1)/2+B(D-1)/2-1（D为奇数）

比较后得出最佳α-β搜索技术所生成深度为D处的端节点数约等于不用α-β搜索技术所生成深度为D／2处的端节点数。因此，在使用相同存储空间的条件下，α-β过程能把搜索深度扩大一倍。