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1. **并行体系结构的历史**
2. **并行体系的发展历史概述**
3. **并行计算的发展历程**

并行计算的历史可以追溯到1960年代，当时的大型计算机采用了多个处理单元的设计。随着计算机技术的发展，并行计算在1970年代和1980年代得到了广泛应用，尤其是在科学计算和工程计算领域。1990年代以来，并行计算技术的发展加速，并且越来越多的商业应用开始使用并行计算。[1]

其中，并行计算机从 20世纪70年代开始快速发展,到20世纪80年代出现了蓬勃发展和百家争鸣的局面，20世纪90年代体系结构框架趋于统一；近5年来机群技术逐渐成为一个新的快速发展热 点.。目前，并行计算机技术日趋成熟。本节以时间为线索，简介并行计算机发展的推动力和各个发展阶段，以及各类并行机的典型代表和它们的主要特征。[2]

1. **我国超算的发展历程**

在我国，超算作为并行的重要体现部分，也在时代的大潮中得到了长足发展。

1983年，我国第一台亿次超级计算机“银河一号”研发成功，这是我国超级计算机研制的一个里程碑，也让我国成为继美国、日本后世界上第三个能够独立设计和制造超级计算机的国家。

而到了2009年，“天河一号”超级计算机研制成功，使得我国一跃而成为继美国之后第二个拥有千万亿次超级计算机的国家。此后，我国的超算发展迎来了一轮井喷——2010年，我国自主研发的“星云”取得了当年的超级计算机排行榜第二名的佳绩；而到了次年，“天河-1A”计算机的运算速度成为了世界之首；而与此同时“神威·蓝光”计算机率先实现了CPU的国产化。可以说，中国的超算发展，已经走在了时代前列。

不过，凡事不可能一帆风顺。在我国研制超算的历程中，掩藏在熠熠生辉光芒下的，是数十年来无数科研人员的汗水，也隐含了技术上的飞速迭代。接下来笔者会就一些有代表性的超级计算机进行阐述。

前面提到的“银河”系列超级计算机，标志着我国巨型机研制能力的巨大飞跃。然而“银河”超级计算机的研制是一项极具挑战性的任务，特别是在我国计算机技术尚处于发展阶段的背景下。20世纪70年代，我国气象、航空航天和石油勘探等领域对高性能计算机的需求日益迫切。例如，气象部门需要巨型计算机进行中长期天气预报，航空航天部门希望借助超级计算机降低风洞实验成本，而石油勘探依赖高性能计算机处理三维地震数据。此外，大规模数值模拟计算在工程和科学研究中的应用也逐渐增多，对计算能力的需求日益增长。然而，当时我国高性能计算机主要依赖进口，部分部门甚至需要租用外国计算机，且使用受限，这促使我国必须自主研发高性能计算机。

在研究银河-I关键核心技术之一的**并行体系结构**时，当时主要有两个创新的方案，一个方案是双向量阵列部件单处理机系统，另一个是共享主存的双中央处理机系统。调研结果显示，该领域75%以上的计算任务属于向量运算，因此，采用**双向量阵列**架构能够有效提升计算效率，使其更适用于大型科学计算任务。同时，系统在设计上广泛应用了多功能计算部件、全流水化处理、并行计算及分布式结构等先进技术，以进一步提高计算性能和系统吞吐能力，同时解决元器件水平受限所带来的难题。[3]

“曙光”超级计算机是我国另一系列的超级计算机系统，始发于90年代。它采用了大规模并行计算架构，支持高密度计算节点，并结合高性能互连技术，显著提高了计算效率。在93年开始的曙光1000大规模并行机研制中，国家智能机中心在国内率先突破了“**驻洞路由**”这一关键技术，研制成功将大量处理机连接起来的路由芯片，为我国研制可扩展的大规模并行机探索了一条可行的道路。[4]同时，曙光系列超级计算机的GPU微架构采用异构计算架构，结合CPU+GPU协同计算，协调提升高性能计算和人工智能任务的效率。其设计特点包括大规模并行计算（SIMT架构、多流处理器）、高带宽存储（HBM/GDDR、片上缓存优化）、高速互连（NVLink、PCIe、CXL）以及能效优化（动态频率调整、先进制程）。同时，曙光逐步采用国产GPU，以降低对外部技术的依赖，并推动国内高性能计算的发展。

1. **并行体系结构的现状**
2. **现行并行机体系结构分类**

从体系结构的角度，当前并行机的体系结构可分为如下三类:

首先是机群。机群是利用标准的网络将各种普通的服务器连接起来，通过特定的方法，向用户提供更高的系统计算性能、存储性能和管理性能，同时为用户提供单一系统映象功能的计算机系统。

机群系统的良好的性能可扩展性是对机群的研究灵感起源。最初，提供计算机性能的主要手段是总线带宽与CPU主频的提高。但这一手段对系统性能的提供十分有限。紧随其后，人们试图通过增加CPU个数和内存容量来提高性能；据此，出现了向量机与对称多处理机等结构。但当CPU的个数过多，SMP这类型的多处理机系统可扩展性受制——而其主要瓶颈在于CPU访问内存的带宽并不能随着CPU个数的增加而有效增长。相反于SMP，伴随 CPU个数的增加，机群系统整体的性能几乎是线性提升的。

其次便是大规模并行处理系统。大规模并行处理系统的整个系统由多个计算结点组成，每个结点通常包含约 10 个共享存储资源的处理器。结点之间通过高性能专用网络互连，并采用分布式存储架构。系统运行专门设计的操作系统、编译系统及作业管理系统，以高效支持并行计算任务。

传统意义上的大规模并行处理系统以其专用互连网络为显著特征。与其他并行计算体系结构不同，MPP 系统的处理器或结点间互连网络通常根据特定应用需求量身定制，具有某种程度的专用并行机特性。目前，此类系统多由政府直接支持，处理器规模可扩展至数十万级别。

最后，星群系统也是现行并行体系结构的一个重要类别。它们的系统由结点构成，每个结点是一台使用共享存储或者分布共享存储技术的，包含数十、数百、乃至上千个微处理器的并行机子系统；与此同时，它采用商用机群交换机连接结点，结点间实现了分布存储，使之得以在各个结点上运行专用的结点操作系统、编译系统和作业管理系统。

1. **我国超算现时的创新**

我国超算当前的创新主要体现在**芯片自主化、异构计算**等方面。

近年来，美国对中国在半导体技术领域的限制愈发严格，特别是自2020年起，EUV光刻机的出口被严格管控。这一举措旨在将中国的逻辑芯片工艺限制在14纳米，DRAM内存限制在18纳米，NAND闪存限制在128层。[5]现时，从晶圆制造到前道工序，再到后道工序，整个芯片生产流程中的各个环节都在逐步推进国产替代。晶圆制造方面，中国已经能够制造300毫米的晶圆，这对于生产3纳米、2纳米的芯片而言，并不存在技术障碍。

异构计算是一种特殊的并行分布式计算系统。与同构计算（即一般来说的多核理念）不同，异构计算技术使得不同类型的计算核心可以高效协同，将不同厂家、不同架构的芯片放在一个统一的计算机系统中结合CPU+GPU+FPGA+AI加速芯片的多架构计算模式，通过软件的调度来实现高速的AI计算。这种计算方式有效突破了同构计算所带来的技术瓶颈，为我国自研超算的创新作出了显著的贡献。

1. **国内外超算横向对比**

在计算性能方面，全球超算TOP500榜单上的领先系统由中美日主导。美国的“Frontier”基于 HPE Cray EX 架构，结合了第三代 AMD EPYC CPU（针对 HPC 和 AI 优化）、AMD Instinct 250X 加速器以及 Slingshot-11 互连，在E级计算上率先取得突破；而我国的超算在高性能领域的总数上保持领先。[6]

其次便是架构设计方面。我国采用申威、飞腾、海光等国产CPU，结合国产GPU和AI加速芯片，发展CPU-GPU-FPGA异构计算架构，以降低对国外技术的依赖；而美国作为老牌计算机强国，主要依赖Intel、NVIDIA、AMD等厂商的芯片，其GPU计算架构在AI计算领域保有强大优势；此外，日本的“富岳”超算采用了纯ARM架构，在高效低能耗方面具有强大创新性。

在互联存储层面，中美确实存在差距。美国的高效互联技术包括NVLink、Infinity Fabric等，采用内存池化等技术，提高多 GPU 之间的数据传输速率；而我国在这一领域逐步研发了光互连和高速互联总线技术，逐渐减小了和美国的差距；在日本和欧盟等地，更加强调低延迟的分布式存储系统，各有优势。

1. **并行计算的未来**

并行计算的未来将围绕更高效的硬件架构、智能化的软件优化、异构计算的发展以及新兴计算范式展开，推动计算能力的持续提升。

并行计算现在已经处在一个全新的时代。2017 年获得图灵奖的计算机体系结构大师 Hennessey 和 Patterson 指出，无论是在指令级处理的技术还是多核处理技术，通用处理器固有的低效率和缩放比定律、摩尔定律的终结，使得处理器架构师和设计者已经不太可能在通用的处理器上再保持显著的性能改进。[7]

一台通用性较强、性能较高的并行机，不仅要实现低延迟高带宽的互连网络接口，而且应具有可扩展性、单一系统形象和友好的并行编程环境。并行计算机水平高低也主要反映在这几项关键技术上。[8]

可扩展性是高性能计算的重要设计原则和重要发展方向，涉及资源、技术升级、应用问题等多个方面。一个可扩展系统应具备计算能力、存储容量、I/O 性能同步提升的特性，并通过数据预取、多线程机制等技术隐藏延迟，优化并行效率。可扩展并行机的发展趋势是从器件级集成向微机、工作站主板甚至整机集成演进，实现与计算平台的同步升级。

此外，可扩展系统应提供单一系统形象，确保用户体验一致；而其最终目标是构建一个无性能瓶颈、平台无关、算法独立的高效并行计算系统。

1. **结语**

并行计算已经经历了半个多世纪的发展，从最初的SIMD架构到如今的异构计算和大规模并行处理（MPP）系统，其技术不断演进，应用领域日益广泛。当前，并行体系结构的发展正朝着更高效的硬件设计、智能化的软件优化以及可扩展的计算架构迈进。随着摩尔定律的放缓，计算机体系结构正从单纯的处理器性能提升转向深度并行化、异构计算和分布式计算等新技术方向。未来，并行计算将在高性能计算、人工智能、大数据处理等领域发挥更加重要的作用，同时，如何提升并行计算的可编程性、能效比及可扩展性仍是研究的重要课题。

我国在超算领域逐步普及自研技术，缩小与美国的技术差距、甚至在某些方面超越而成为行业龙头，成果颇丰。面对不断增长的计算需求，并行计算将继续成为推动计算机技术进步的重要动力，为科学研究、工业应用及社会发展提供更加强大的算力支撑；也相信我国在不断创新之下，能够不断前进，获取超算这一代表未来领域上的工业明珠。
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