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| **一、实验目的：**   1. 加强对Cache工作原理的理解； 2. 体验程序中访存模式变化是如何影响cahce效率进而影响程序性能的过程； 3. 学习在X86真实机器上通过调整程序访存模式来探测多级cache结构以及TLB的大小。 |
| **二、实验环境**  X86真实机器 |
| **三、实验内容和步骤**  **1、分析Cache访存模式对系统性能的影响**   * 1. 给出一个矩阵乘法的普通代码A，设法优化该代码，从而提高性能。   首先使用打开文件，阅读该文件中的代码，找到其中实现矩阵相乘的普通代码A，如下图所示。    图1：普通代码A  **简单分析**：代码A实现矩阵乘法的方法为依次遍历第一个矩阵（后称矩阵a）的每一行和第二个矩阵（后称矩阵b）的每一列，然后将对应位置的数据进行标量乘法，最后填写到新矩阵对应的位置即可。从空间局部性来看，矩阵a的每次访问步长为1，因此矩阵a的空间局部性较好。矩阵b的每次访问步长为size。Size具体数据由用户输入决定，最坏情况是一个大数据，矩阵b的空间局部性因此较差，每一次访问可能需要较长的时间。  **优化方向**：考虑如何在保持矩阵a的空间局部性的前提下对矩阵b的空间局部性进行优化。  **具体优化I（自行设计）**：我们首先矩阵a的每一个元素对于矩阵c的对应位置的贡献。为了实现这一点，我们需要更改循环的顺序，同时需要在三重循环外部对矩阵c进行清零操作。二重循环的运行时间对最终运行时间影响较小，因为二重循环的时间复杂度为，三重循环的时间复杂度为。具体代码见下图。    图2：具体优化I  **具体优化II**：此种优化方法由文件给出，具体代码见图3。如果按行遍历一个矩阵（或者说是二维数组亦或是一维数组模拟矩阵），则空间局部性较好，如果按列遍历，则空间局部性较差。因此，很容易想到将第二个矩阵进行转置操作后，在进行矩阵乘法。    图3：具体优化II  由文件给出的代码中，对矩阵b进行转置操作这一步实际上可以进一步优化，将循环次数减少一半。但是在具体优化I中提到，二重循环的运行时间对总体运行影响较小，因此这里不再对附件的代码进行优化。   * 1. 改变矩阵大小，记录相关数据，并分析原因。   分别使用编译命令和，因为两种优化在同一个代码文件中修改。  在输入命令运行可执行文件时修改参数，运行结果见下图。     |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | | 矩阵大小 | 100 | 500 | 1000 | 1500 | 2000 | 2500 | 3000 | | 一般算法执行时间/s | 0.003708 | 0.385194 | 4.024414 | 18.5332 | 48.38033 | 127.0214 | 230.7918 | | 优化算法I执行时间/s | 0.002746 | 0.326212 | 2.780528 | 9.318378 | 22.30618 | 41.91596 | 72.76146 | | 优化算法II执行时间/s | 0.003576 | 0.458302 | 3.720665 | 12.47498 | 29.2768 | 56.52737 | 97.17852 | | 加速比I | 1.350327749 | 1.180809 | 1.447356 | 1.988886 | 2.16892 | 3.030383 | 3.171896 | | speedup | | 加速比II | 1.036912752 | 0.840481 | 1.081638 | 1.485629 | 1.652514 | 2.247078 | 2.374926 | | speedup |   将数据可视化后得到如下图像。  图4a：运行时间  图4b：优化算法加速比  **分析原因**：① 两种优化后的算法花费的时间总体比一般算法花费的时间更少，并且几乎在所有数据规模下都体现了这一点，说明优化后的矩阵乘法在空间局部性上比一般算法确实更好。  ② 具体优化II算法在小数据下的运行时间大于一般算法的原因可能是受矩阵转置操作消耗的时间的影响。而在大数据下的运行时间明显优于一般算法，因为此时矩阵转置操作消耗的时间对总体运行时间的影响非常小。  ③ 们发现优化加速比随着数据规模的变大，整体上呈现出增高的趋势。造成这一点的原因可能是当数据逐渐变大的时候，空间局部性的重要性体现的更加明显。矩阵b步长为，当变得越来越大的情况下，步长越来越大。一次访问的时间就会越大，而即使增大一点都会由于原算法是一个算法的原因被放大到很大的情况。  ④ **一般算法耗时高的原因**：**从空间局部性来看，矩阵a的每次访问步长为1，CPU访问数据的时候，多数都能从Cache中找到，即Cache命中，因此矩阵a的空间局部性较好。矩阵b的每次访问步长为size。Size具体数据由用户输入决定，最坏情况是一个大数据，如果size大于Cache的容量，则每一次访问都不会命中，矩阵b的空间局部性因此较差，每一次访问可能需要较长的时间。**  **2、编写代码来测量x86机器上（非虚拟机）的Cache 层次结构和容量**   1. 设计一个方案，用于测量x86机器上的Cache层次结构，并设计出相应的代码；   具体代码附件的压缩包中已经给出。该代码的方法是使用一个函数模拟计算机访问内存的过程。    图5：函数  的大小即通过函数访问的内存空间大小已经知道，此时我们还需要记录调用函数所消耗的时间。为了精确测量时间，代码将测量的精度调整到了时间周期的级别，使用函数记录函数调用过程中花费的时钟周期（对应代码中的变量为），然后使用，进而得到程序的运行时间。    图6：函数  我们通过调整和即可获得不同的数据结果。   1. 运行你的代码获得相应的测试数据；   原始数据绘制出的图像因为参数（步长）问题比较难观察，因此我对参数进行了一定的修改，具体修改见下图。    图7：存储山参数  得到的测试数据见下图。    图8：测试数据  除上述操作以外，我们还可以修改步长的变化幅度，将其幅度从1修改为2。也即为修改每次循环后增加的数值。具体修改见下图（51行）。    图9：修改部分  得到的测试数据见下图。    图10：测试数据   1. 根据测试数据来详细分析你所用的x86机器有**几级Cache**，**各自容量**是多大？   将上述两种不同操作得到的数据进行可视化，如下图所示。    图11a：可视化结果    图11b：可视化结果  由上述两张图像可以看出，**一共有三级缓存**，不同缓存的分界线的范围分别为、和。  下面我们在下输入命令来验证由图像得到的缓存大小的范围是否正确。    图12：缓存相关参数  L1缓存分为了两部分，分别对应指令缓存和数据缓存，我们关注数据缓存。缓存L1、L2和L3分别对应的大小就是48K，1280K，24576K。  **由此，我们得出图像显示的不同缓存的分界线的范围与通过指令查看的实际缓存基本相符。**   1. 根据测试数据来详细分析**L1 Cache行**有多少？   从第一个测试结果可以看到，当步长不断变大的时候，计算机的吞吐量也在不断的变小，这个与程序的空间局部性有关。当步长大于缓存的一行的块所具有的字节的数量的时候就会趋于稳定。  可以得到步长在大于48的时候计算机的吞吐量基本趋于稳定，所以可以推测缓存的一个块可以容纳48个float类型大小的元素，而float类型的大小在x86-64中为4字节，所以对应的大小就是4\*48 =192字节，即一个块可以容纳192个字节。  已知：。**所以总共的行数为48K/192B=64，即总共64行。**  **3、尝试测量你的x86机器TLB有多大？（选作）**  代码A：  #include <sys/time.h>  #include <unistd.h>  #include <stdlib.h>  #include <stdio.h>  int main(int argc, char \*argv[])  {  float \*a,\*b,\*c, temp;  long int i, j, k, size, m;  struct timeval time1,time2;    if(argc<2) {  printf("\n\tUsage:%s <Row of square matrix>\n",argv[0]);  exit(-1);  } //if  size = atoi(argv[1]);  m = size\*size;  a = (float\*)malloc(sizeof(float)\*m);  b = (float\*)malloc(sizeof(float)\*m);  c = (float\*)malloc(sizeof(float)\*m);  for(i=0;i<size;i++) {  for(j=0;j<size;j++) {  a[i\*size+j] = (float)(rand()%1000/100.0);  b[i\*size+j] = (float)(rand()%1000/100.0);  }  }    gettimeofday(&time1,NULL);  for(i=0;i<size;i++) {  for(j=0;j<size;j++) {  c[i\*size+j] = 0;  for (k=0;k<size;k++)  c[i\*size+j] += a[i\*size+k]\*b[k\*size+j];  }  }  gettimeofday(&time2,NULL);    time2.tv\_sec-=time1.tv\_sec;  time2.tv\_usec-=time1.tv\_usec;  if (time2.tv\_usec<0L) {  time2.tv\_usec+=1000000L;  time2.tv\_sec-=1;  }    printf("Executiontime=%ld.%06ld seconds\n",time2.tv\_sec,time2.tv\_usec);  return(0);  }//main |
| **四、实验结果及分析**  **1、分析Cache访存模式对系统性能的影响**  表1、普通矩阵乘法与及优化后矩阵乘法之间的性能对比   |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | | 矩阵大小 | 100 | 500 | 1000 | 1500 | 2000 | 2500 | 3000 | | 一般算法执行时间/s | 0.003708 | 0.385194 | 4.024414 | 18.5332 | 48.38033 | 127.0214 | 230.7918 | | 优化算法I执行时间/s | 0.002746 | 0.326212 | 2.780528 | 9.318378 | 22.30618 | 41.91596 | 72.76146 | | 优化算法II执行时间/s | 0.003576 | 0.458302 | 3.720665 | 12.47498 | 29.2768 | 56.52737 | 97.17852 | | 加速比I | 1.350327749 | 1.180809 | 1.447356 | 1.988886 | 2.16892 | 3.030383 | 3.171896 | | speedup | | 加速比II | 1.036912752 | 0.840481 | 1.081638 | 1.485629 | 1.652514 | 2.247078 | 2.374926 | | speedup |   加速比定义：加速比=优化前系统耗时/优化后系统耗时；  所谓加速比，就是优化前的耗时与优化后耗时的比值。加速比越高，表明优化效果越明显。  **将数据可视化后得到如下图像**。  图13：可视化结果  图14：可视化结果  **分析原因**：   * 1. 两种优化后的算法花费的时间总体比一般算法花费的时间更少，并且几乎在所有数据规模下都体现了这一点，说明优化后的矩阵乘法在空间局部性上比一般算法确实更好。   2. 具体优化II算法在小数据下的运行时间大于一般算法的原因可能是受矩阵转置操作消耗的时间的影响。而在大数据下的运行时间明显优于一般算法，因为此时矩阵转置操作消耗的时间对总体运行时间的影响非常小。   3. 我们发现优化加速比随着数据规模的变大，整体上呈现出增高的趋势。造成这一点的原因可能是当数据逐渐变大的时候，空间局部性的重要性体现的更加明显。矩阵b步长为，当变得越来越大的情况下，步长越来越大。一次访问的时间就会越大，而即使增大一点都会由于原算法是一个算法的原因被放大到很大的情况。   4. **一般算法耗时高的原因**：**从空间局部性来看，矩阵a的每次访问步长为1，CPU访问数据的时候，多数都能从Cache中找到，即Cache命中，因此矩阵a的空间局部性较好。矩阵b的每次访问步长为size。Size具体数据由用户输入决定，最坏情况是一个大数据，如果size大于Cache的容量，则每一次访问都不会命中，矩阵b的空间局部性因此较差，每一次访问可能需要较长的时间。**   **2、测量分析出Cache 的层次结构、容量以及L1 Cache行有多少？**   1. 实验原理；   的大小即通过函数访问的内存空间大小已经知道，此时我们还需要记录调用函数所消耗的时间。为了精确测量时间，代码将测量的精度调整到了时间周期的级别，使用函数记录函数调用过程中花费的时钟周期（对应代码中的变量为），然后使用，进而得到程序的运行时间。  **我们通过调整和即可获得不同的数据结果。**  继续深入阅读函数的代码。  发现执行函数实际上是在执行函数。首先执行函数初始化采样器，分配内存并重置采样计数。然后进入计时循环，因为上述参数的设置，选择分支只会进入为0的分支。进入该分支后，首先会清除缓存，然后执行测试函数（即）并计时。再将获取的运行时间存储到数组中，同时调用函数检查数据是否收敛或采样次数是否达到最大值。最后返回结果。  **具体计算时间周期的原理。**  函数可以通过嵌入汇编得到当前程序运行到现在的时钟周期的时间戳，将结果返回到hi和lo两个元素中。汇编语言内部通过命令实现，会返回当前程序运行到现在的时间周期，然后将时间周期的高位返回到寄存器，将时间周期的低位返回到寄存器。    图15：函数  代码使用函数调用函数获得开始的时间戳，使用函数调用函数获得当前时间戳。两者之差的绝对值即为消耗的时间周期。   1. 测量方案及代码；   具体代码附件的压缩包中已经给出。该代码的方法是使用一个函数模拟计算机访问内存的过程。    图16：函数  的大小即通过函数访问的内存空间大小已经知道，此时我们还需要记录调用函数所消耗的时间。为了精确测量时间，代码将测量的精度调整到了时间周期的级别，记录函数调用过程中花费的时钟周期（对应代码中的变量为），然后使用，进而得到程序的运行时间。    图17：函数  我们通过调整和即可获得不同的数据结果。   1. 测试结果；   将两种不同操作得到的数据进行可视化，如下图所示。    图18a：可视化结果    图19b：可视化结果  **由上述两张图像可以看出，一共有三级缓存，不同缓存的分界线的范围分别为、和。**   1. 分析过程；   可以得到程序根据不同的访问大小被分为了四区块，应分别对应L1，L2，L3级缓存以及主存。  异常情况分析：size较小的情况下，访问的元素数量较少，大部分时间周期开销反而在一些初始化或矩阵转置的操作上，从而使得运行时间偏高，吞吐量下低。   1. 验证实验结果。   下面我们在下输入命令来验证由图像得到的缓存大小的范围是否正确。    图20：缓存相关参数  L1缓存分为了两部分，分别对应指令缓存和数据缓存，我们关注数据缓存。缓存L1、L2和L3分别对应的大小就是48K，1280K，24576K。  **由此，我们得出图像显示的不同缓存的分界线的范围与通过指令查看的实际缓存基本相符。**  **3、尝试测量你的x86机器TLB有多大？（选做）**  具体代码见下图。   |  | | --- | | #define \_GNU\_SOURCE  #include <fcntl.h>  #include <stdint.h>  #include <stdio.h>  #include <stdlib.h>  #include <sys/time.h>  #include <unistd.h>  #include <sched.h>  #define MAX\_NUM\_PAGES 256  #define TRIALS 10000000  void trials**(**int jump**,** int num\_pages**,** int arr**[])**  **{**  struct timeval start**,** end**;**  gettimeofday**(&**start**,** **NULL);**  **for** **(**int i **=** 0**;** i **<** TRIALS**;** i**++)**  **{**  **for** **(**int i **=** 0**;** i **<** num\_pages **\*** jump**;** i **+=** jump**)**  **{**  arr**[**i**]** **+=** 1**;**  **}**  **}**  gettimeofday**(&**end**,** **NULL);**  uint64\_t trial\_time **=** **(**end**.**tv\_sec **-** start**.**tv\_sec**)** **\*** 1000000  **+** end**.**tv\_usec **-** start**.**tv\_usec**;**  double one\_trial\_time **=** trial\_time  **/** **(**double**)(**num\_pages **\*** TRIALS**);**  printf**(**"pages:%d, average time:%f\n"**,**  num\_pages**,** one\_trial\_time**);**  **}**  int main**(**int argc**,** char **\***argv**[])**  **{**  cpu\_set\_t cpuset**;**  CPU\_ZERO**(&**cpuset**);**  CPU\_SET**(**0**,** **&**cpuset**);**  **if** **(**sched\_setaffinity**(**0**,** **sizeof(**cpu\_set\_t**),** **&**cpuset**))**  **{**  fprintf**(**stderr**,** "Error setting cpu affinity\n"**);**  exit**(**EXIT\_FAILURE**);**  **}**  int page\_size **=** getpagesize**();**  int jump **=** page\_size **/** **sizeof(**int**);**  int **\***arr **=** **(**int **\*)**calloc**(**MAX\_NUM\_PAGES **\*** jump**,** **sizeof(**int**));**  **for** **(**int pages **=** 1**;** pages **<** MAX\_NUM\_PAGES**;** pages**++)**  **{**  trials**(**jump**,** pages**,** arr**);**  **}**  **}** |   图20：代码  **代码分析**：首先将程序绑定到指定的CPU核，减少干扰。然后获取页面大小和计算步长，同时分配一个足够大的数组，用于存储不同页面的数据。最后测量访问时间，这里多次测量取平均）。如果访问的页面数超过TLB的大小时，访问时间会显著增加，进而推出TLB的大小。    图21：访问页时间  **由上图可知：页的大小为4096B。页9和页10之间的访问时间显著增加。可以认为TLB的大小的范围为[4096\*9B，4096\*10B]，即[36K，40K]。** |
| **五、实验结论与心得体会**   1. 通过这次实验，我对于空间局部性以及存储器的结构有了更深刻的了解，了解了缓存的结构了解了通用系统下缓的分级情况，以及了解了吞吐量是如何反映出各级缓存的大小关系以及块大小关系的。 2. 通过矩阵乘法的优化实验，我明白同样的时间复杂度相同的算法仅是空间局部性不同，运行时间就可以相差甚远。 3. 存储器结构是一个非常底层的概念，很难直观的展示在我们面前，但是实际上各级缓存的大小与计算机的吞吐量有莫大的关系，我们可以通过调整步长和访问的数组大小进而得到存储器各缓存的大小关系，从而形象地认识到各级存储器的存在。 |

|  |
| --- |
| 指导教师批阅意见：  成绩评定：  指导教师签字：  2024年 月 日 |
| 备注： |