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选题背景

过去五年，卷积神经网络在多个计算机应用领域取得了极大的成功[1]-[3]。以AlexNet[4]、VGG-16[5]、ResNet[6]等为代表的卷积神经网络在图像识别、人脸识别、目标检测、语义分割和自动驾驶等领域得到了广泛的应用并成为当前最主流、使用效果最好的方法。尽管在很多领域都成为了最佳算法，但卷积神经网络（CNN）的计算同时具备了访存密集和计算密集的特征限制了它在很多场景中的应用。CNN的出现给传统的计算机硬件平台带来了诸多挑战，其访存密集的特点使得处理器对带宽的要求超出了现有内存接口的限制、其计算密集的特性导致CNN的部署将在嵌入式处理器和CPU上变得极其困难。上述特点使得CNN的训练和推理大多在图形处理器（GPU）上运行。CNN中90%的操作可以被规约为矩阵/向量乘累加（MAC）操作，GPU平台拥有比CPU和嵌入式处理器更多的流处理单元和运算器，在处理MAC时可以拥有更高的并行度和计算效率，然而GPU昂贵的价格、巨大的功耗和芯片面积使得其功耗消费比很低，因此在一些对功耗和成本敏感的场合中，使用GPU来加速CNN任务是极其困难的事情。对CNN进行优化并将其运行在更廉价、更轻量和更快的硬件平台上成为了一个很有必要的工作。

检索策略

考虑到计算机专业的几个著名协会与出版集团覆盖了每年95%以上的计算机领域顶级论文，因此我们的主要检索对象就可以设定为IEEE Xplore数据库和ACM Library数据库。通过对该两大数据库的检索即可得到绝大多数已经发表的计算机顶刊、顶会论文。此外，arXiv作为一个著名的理工科领域开源预印本网站，也会有作者选择将自己未正式发表的论文公布在arXiv上。考虑到期刊和会议论文发表的滞后性，因此arXiv也可以作为一个很好的补充。通过国防科技大学远程图书馆网站我就可以得到所有需要的资源。

检索过程

1. 首先分别在两大数据库ACM Library 和IEEE Xplore上以关键词“prune”“hardware”进行检索；
2. 先过滤掉明显不属于计算机领域的文章；
3. 再过滤掉比较发表时间较早和发表于水平较低的期刊与会议上的文章；
4. 对于一文两投（先投快捷的会议、再投翔实但慢的期刊）的内容，只选择内容细节更多的期刊文献；
5. 通过国防科技大学远程图书馆网站我得到所有需要的文本资源。

综述简介

深度卷积神经网络在很多任务中取得了优秀的表现。然而卷积神经网络属于计算密集型、访存密集型的任务，对现有的硬件平台提出了很大的挑战。在CPU的硬件资源无法高效完成卷积神经网络计算和GPU过高的功耗与高昂的价格限制了卷积神经网络应用的背景下，FPGA和ASIC这类可配置硬件平台成为新的选择。通过软硬件协同的深度卷积神经网络剪枝方法，在削减卷积神经网络存储规模与计算规模的同时，优化了其硬件友好特性，极大的扩展了模型的应用场景。

拟投期刊

《计算机工程与科学》

方向对口，且为国内高水平计算机期刊。

检索总结

科大远程图书馆除了访问境外站点慢一点外，真的啥啥都好使，真的太棒了！不过在科学上网工具的加持下，科大图书馆访问境外资源也是很快的。