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# Ejercicio 1

Se ha procedido a la carga de los datos, asegurándonos de asignar el estatus de factor a las variables “diagnosis” y “age\_cat” (Código 1).

# Código 1: Carga de datos ejercicio 1  
  
# Set viasulization number for results  
options(scipen = 999)  
  
# Set the file path  
file\_path <- "D:/Antiguos estudios/MASTER2/Sem2/Regresion/PAC2/P2/pancreas\_biomarkers.txt"  
  
# Load the data into a data frame  
data <- read.table(file\_path, header = TRUE, sep = "\t")  
  
# Saving variables as factors  
data$diagnosis <- factor(data$diagnosis, levels = 1:3)  
data$age\_cat <- factor(data$age\_cat)

### (a) Modelo de regresión logística

Dado que nuestro objetivo principal consiste en distinguir entre pacientes diagnosticados con cáncer y aquellos con otras afecciones pancreáticas, se excluyeron del modelo los individuos que pertenecen al grupo de control. A continuación, se realizó un ajuste de regresión utilizando “diagnosis” como variable dependiente y las variables independientes “age\_cat”, “creatinina”, “LYVE1”, “REG1B” y “TFF1” (Código 2).

Aunque la inclusión de pacientes control en este caso no proporcionaría información específica sobre las diferencias entre los grupos de pacientes con cáncer y aquellos con afecciones no cancerosas, su exclusión del estudio plantea ciertas limitaciones. Entre estas limitaciones se destaca la posible falta de generalización de los resultados a la población general, así como la dificultad para evaluar la sensibilidad o especificidad del modelo.

Es importante tener en cuenta que al aplicar el modelo, se debe hacerlo con precaución y limitarlo a casos en los que se tenga conocimiento de una afectación pancreática, pero no se disponga de información sobre si es de naturaleza cancerosa. No se deben incluir pacientes sanos en la aplicación del modelo, ya que este no ha sido construido con los datos necesarios para tal propósito.

# Código 2: Ajuste regresión logística ejercicio 1a  
  
# Subset the data to include only levels 2 and 3 of the "diagnosis" variable  
subset\_data <- subset(data, diagnosis != 1)  
  
# Recode values 2 and 3 to 0 and 1, respectively  
subset\_data$diagnosis <- ifelse(subset\_data$diagnosis == 2, 0, 1)  
  
# Fit the logistic regression model using the subsetted data  
model <- glm(diagnosis ~ age\_cat + creatinine + LYVE1 + REG1B + TFF1, data = subset\_data, family = binomial)  
  
# View the model summary  
summary(model)

##   
## Call:  
## glm(formula = diagnosis ~ age\_cat + creatinine + LYVE1 + REG1B +   
## TFF1, family = binomial, data = subset\_data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.66048523 1.18806983 -3.081 0.00206 \*\*   
## age\_cat36-45 1.15688820 1.22969696 0.941 0.34681   
## age\_cat46-55 1.66227729 1.18000260 1.409 0.15892   
## age\_cat56-65 3.03244805 1.16788522 2.597 0.00942 \*\*   
## age\_cat66-75 2.70033855 1.16861309 2.311 0.02085 \*   
## age\_cat75+ 3.44294729 1.21523972 2.833 0.00461 \*\*   
## creatinine -0.30213039 0.22625232 -1.335 0.18176   
## LYVE1 0.31400141 0.05280717 5.946 0.00000000274 \*\*\*  
## REG1B 0.00280367 0.00109942 2.550 0.01077 \*   
## TFF1 -0.00005978 0.00021201 -0.282 0.77798   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 564.02 on 406 degrees of freedom  
## Residual deviance: 382.52 on 397 degrees of freedom  
## AIC: 402.52  
##   
## Number of Fisher Scoring iterations: 5

Los resultados obtenidos revelan que la edad, a partir de los 56 años, constituye un indicador significativo. Asimismo, se destaca que tanto LYVE1 como REG1B son variables relevantes para la predicción del riesgo de adenocarcinoma ductal pancreático. Esto se evidencia en el hecho de que todas estas variables presentan un valor p inferior a 0.05. En el contexto de la regresión logística, un valor p de 0.05 permite rechazar la hipótesis nula de ausencia de relación entre la variable predictora y la variable respuesta. En otras palabras, dichas variables tienen un impacto significativo sobre la clase.

Es importante resaltar que la significancia del intercepto sugiere que parte de la variabilidad de la variable respuesta no puede ser explicada por las variables independientes consideradas en nuestro estudio. En la regresión logística, el intercepto captura la probabilidad de que ocurra un evento cuando todas las variables predictoras se encuentran en su nivel de referencia. En otras palabras, la significancia del intercepto implica que existen diferencias significativas entre las clases, incluso en ausencia de cualquier predictor.

En conclusión, la edad (especialmente a partir de los 56 años), LYVE1 y REG1B son las variables que permiten predecir el riesgo de cáncer pancreático, brindando así la capacidad de distinguir entre otras afecciones pancreáticas no cancerosas.

### (b) Interpretación de coeficientes

En un modelo de regresión logística, los coeficientes indican el cambio estimado en el logaritmo de las probabilidades (log-odds) del evento en estudio (en este caso, la presencia de adenocarcinoma ductal pancreático, codificado como 1) asociado a un cambio unitario en la variable predictora, manteniendo constantes las demás variables.

Un coeficiente estimado positivo sugiere que un incremento en el valor de la variable está asociado con un aumento en la probabilidad (log-odds) del evento en estudio. Por ejemplo, un coeficiente de 0.31 indica que un incremento de 1 en el valor del predictor se asocia con un aumento de 0.31 en el log-odds del evento en estudio. Este es el caso de LYVE1, donde un aumento en el valor de LYVE1 está relacionado con una mayor probabilidad de tener adenocarcinoma (0.3140). De manera similar, la edad también parece ser un factor influyente. Tener más de 56 años incrementa el log-odds de tener adenocarcinoma, y dicho incremento varía según los rangos de edad: de 56 a 65 años (3.032), de 66 a 75 años (2.7) y a partir de los 75 años (3.443).

A simple vista, podría parecer que la edad tiene un impacto mayor en la probabilidad de presentar adenocarcinoma en comparación con LYVE1 (0.31 < 2.7-3.4). Sin embargo, es importante tener en cuenta que esta comparación se basa en un aumento de 1 en el valor de la edad o LYVE1. La interpretación de la magnitud de los coeficientes estimados debe realizarse con cautela, ya que depende de la escala y las unidades de medida de cada variable. Además, es importante considerar que la escala de las variables puede influir en la magnitud de los coeficientes estimados y, por lo tanto, debe tenerse en cuenta al interpretarlos.

Por otro lado, un coeficiente estimado negativo indica que un aumento en el valor de la variable está asociado con una disminución en el log-odds del evento en estudio (tener adenocarcinoma).

### (c) Modelo reducido

Para realizar una comparación entre ambos modelos, podemos aplicar un análisis de varianza (ANOVA) utilizando el test de Chi cuadrado (Código 3). Con esto, evaluamos el ajuste de cada modelo bajo las siguientes hipótesis:

* **H0:** Desviación del modelo reducido = Desviación del modelo completo. No hay diferencia de ajuste entre los modelos.
* **H1:** Desviación del modelo reducido > Desviación del modelo completo. El modelo reducido presenta un ajuste deficiente en comparación con el modelo completo.

La desviación del modelo es una medida de la discrepancia entre los valores observados de los datos y los valores predichos por el modelo.

# Código 3: Anova del modelo reducido vs completo, ejercicio 1c   
  
# Fit the logistic regression model using the subsetted data and indicated variables  
model\_simple <- glm(diagnosis ~ age\_cat + LYVE1 + REG1B, data = subset\_data, family = binomial)  
  
summary(model\_simple)

##   
## Call:  
## glm(formula = diagnosis ~ age\_cat + LYVE1 + REG1B, family = binomial,   
## data = subset\_data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -4.0311243 1.1897669 -3.388 0.000704 \*\*\*  
## age\_cat36-45 1.2607495 1.2590860 1.001 0.316672   
## age\_cat46-55 1.8352456 1.2038156 1.525 0.127378   
## age\_cat56-65 3.2169977 1.1924837 2.698 0.006981 \*\*   
## age\_cat66-75 2.8828093 1.1890190 2.425 0.015328 \*   
## age\_cat75+ 3.6627647 1.2328682 2.971 0.002969 \*\*   
## LYVE1 0.2924045 0.0495417 5.902 0.00000000359 \*\*\*  
## REG1B 0.0025692 0.0009132 2.813 0.004901 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 564.02 on 406 degrees of freedom  
## Residual deviance: 384.83 on 399 degrees of freedom  
## AIC: 400.83  
##   
## Number of Fisher Scoring iterations: 5

# Compare the two models  
anova(model, model\_simple, test = "Chi")

## Analysis of Deviance Table  
##   
## Model 1: diagnosis ~ age\_cat + creatinine + LYVE1 + REG1B + TFF1  
## Model 2: diagnosis ~ age\_cat + LYVE1 + REG1B  
## Resid. Df Resid. Dev Df Deviance Pr(>Chi)  
## 1 397 382.52   
## 2 399 384.83 -2 -2.312 0.3147

Al observar el resultado del p-valor (0.31), no encontramos evidencia significativa en contra de la hipótesis nula. Por lo tanto, aceptamos la hipótesis nula y concluimos que el modelo reducido (sin creatinina y sin TFF1) tiene un ajuste comparable al modelo completo. Además, al comparar los valores del criterio de información de Akaike (AIC), observamos que el AIC del modelo reducido es 2 unidades menor que el del modelo completo. Esto sugiere que el modelo reducido tiene un mejor ajuste, teniendo en cuenta la complejidad de ambos modelos.

### (d) Funcion cuadrática

Ajustamos dos modelos adicionales, uno que incluye el término cuadrático de LYVE1 y otro que incluye el término cuadrático de REB1B. Posteriormente, realizamos un análisis de varianza (ANOVA) para comparar cada modelo con su versión reducida (sin los términos cuadráticos) (Código 4).

# Codigo 4: Suposición de linealidad mediante la adición de términos cuadráticos, ejercicio 1d  
  
# Cuadratic LYVE1  
model\_simple\_LYVE1 = glm(diagnosis ~ age\_cat + LYVE1 + I(LYVE1^2) + REG1B, data = subset\_data, family = binomial)  
  
summary(model\_simple\_LYVE1)

##   
## Call:  
## glm(formula = diagnosis ~ age\_cat + LYVE1 + I(LYVE1^2) + REG1B,   
## family = binomial, data = subset\_data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -4.2017396 1.2069541 -3.481 0.000499 \*\*\*  
## age\_cat36-45 1.3193891 1.2661132 1.042 0.297375   
## age\_cat46-55 1.8948671 1.2104349 1.565 0.117479   
## age\_cat56-65 3.2671843 1.1997369 2.723 0.006464 \*\*   
## age\_cat66-75 2.9251655 1.1953280 2.447 0.014398 \*   
## age\_cat75+ 3.7143104 1.2402500 2.995 0.002746 \*\*   
## LYVE1 0.3878762 0.1016950 3.814 0.000137 \*\*\*  
## I(LYVE1^2) -0.0104317 0.0090294 -1.155 0.247965   
## REG1B 0.0025524 0.0009032 2.826 0.004715 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 564.02 on 406 degrees of freedom  
## Residual deviance: 383.93 on 398 degrees of freedom  
## AIC: 401.93  
##   
## Number of Fisher Scoring iterations: 5

# Compare the two models  
anova(model\_simple, model\_simple\_LYVE1, test = "Chi")

## Analysis of Deviance Table  
##   
## Model 1: diagnosis ~ age\_cat + LYVE1 + REG1B  
## Model 2: diagnosis ~ age\_cat + LYVE1 + I(LYVE1^2) + REG1B  
## Resid. Df Resid. Dev Df Deviance Pr(>Chi)  
## 1 399 384.83   
## 2 398 383.93 1 0.89906 0.343

# Cuadratic REG1B  
model\_simple\_REG1B = glm(diagnosis ~ age\_cat + LYVE1 + REG1B + I(REG1B^2), data = subset\_data, family = binomial)  
  
summary(model\_simple\_REG1B)

##   
## Call:  
## glm(formula = diagnosis ~ age\_cat + LYVE1 + REG1B + I(REG1B^2),   
## family = binomial, data = subset\_data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.956734568 1.152437904 -3.433 0.000596 \*\*\*  
## age\_cat36-45 1.139264885 1.231123197 0.925 0.354765   
## age\_cat46-55 1.740771095 1.169448508 1.489 0.136608   
## age\_cat56-65 3.084592019 1.165415260 2.647 0.008126 \*\*   
## age\_cat66-75 2.757009540 1.160754339 2.375 0.017540 \*   
## age\_cat75+ 3.536822433 1.205876020 2.933 0.003357 \*\*   
## LYVE1 0.285412846 0.050292662 5.675 0.0000000139 \*\*\*  
## REG1B 0.003777035 0.001875858 2.013 0.044062 \*   
## I(REG1B^2) -0.000001654 0.000002161 -0.765 0.444018   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 564.02 on 406 degrees of freedom  
## Residual deviance: 384.31 on 398 degrees of freedom  
## AIC: 402.31  
##   
## Number of Fisher Scoring iterations: 5

# Compare the two models  
anova(model\_simple, model\_simple\_REG1B, test = "Chi")

## Analysis of Deviance Table  
##   
## Model 1: diagnosis ~ age\_cat + LYVE1 + REG1B  
## Model 2: diagnosis ~ age\_cat + LYVE1 + REG1B + I(REG1B^2)  
## Resid. Df Resid. Dev Df Deviance Pr(>Chi)  
## 1 399 384.83   
## 2 398 384.31 1 0.52118 0.4703

En ambos casos, al añadir los términos cuadráticos, no se observó una mejora significativa en el ajuste del modelo. Siguiendo la explicación anterior, los valores de p fueron 0.3 y 0.4, respectivamente, lo que nos lleva a aceptar la hipótesis nula en ambos casos. Esto implica que los modelos con y sin los términos cuadráticos tienen un ajuste similar.

Además, al examinar los valores del criterio de información de Akaike (AIC), se observa que los modelos con los términos cuadráticos presentan un AIC superior. Un valor de AIC más alto sugiere que el modelo no se ajusta mejor teniendo en cuenta la complejidad añadida por los términos cuadráticos.

En conclusión, no se recomienda incluir ninguno de los términos cuadráticos en los modelos. Es importante destacar que, aunque los resultados de los tests no sean significativos, siempre se deben evaluar en conjunto con el contexto del análisis. En este caso, se realizó una inspección visual adicional de la relación entre las variables y el log-odds de la variable respuesta (disponible en el ANEXO, Código 5). Estos gráficos confirman que existe una relación lineal, ya que se observa un patrón lineal sin la presencia de curvas, forma de U u otros patrones no lineales.

# Código 5: variable vs log odds para linealidad del ejercicio 1d  
  
# Obtain predicted log odds from the model  
predicted\_logodds <- predict(model\_simple, type = "link")  
  
plot(subset\_data$LYVE1, predicted\_logodds, xlab = "age\_cat", ylab = "Log Odds", main = "Scatter plot - LYVE1 vs. Log Odds")
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plot(subset\_data$REG1B, predicted\_logodds, xlab = "age\_cat", ylab = "Log Odds", main = "Scatter plot - REG1B vs. Log Odds")
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### (e) Predicción de caso

Guardamos los datos del paciente con los valores indicados en el enunciado. Dado que la edad del paciente es de 68 años, esta cae dentro del rango de 66 a 75 años, por lo que se almacena en la variable “age\_cat” con dicho rango. El resto de las variables se guardan utilizando los valores numéricos correspondientes. A continuación, aplicamos la función “predict” al modelo reducido utilizando estos datos y especificamos el tipo de respuesta como “response” para obtener la probabilidad con la que el caso ha sido clasificado (Código 6).

# Código 6: Predicción de caso para el ejercicio 1e  
  
# Create a new data frame for the new case  
new\_case = data.frame(age\_cat = "66-75", LYVE1 = 6, REG1B = 140)  
  
# Predict the outcome using the model  
prediction = predict(model\_simple, newdata = new\_case, type = "response")  
  
cat("Tipo de afección: ", names(prediction), "\n")

## Tipo de afección: 1

cat("Probabilidad de la clasificación: ", prediction[1])

## Probabilidad de la clasificación: 0.7242816

El modelo predice la presencia de adenocarcinoma ductal pancreático con una probabilidad del 72,42%. Cabe destacar que los valores fueron recodificados de la siguiente manera: 0 representa afecciones pancreáticas no cancerosas y 1 representa adenocarcinoma ductal pancreático.

Es importante tener en cuenta que la extrapolación se produce cuando se realizan predicciones para datos de la variable predictora que se encuentran fuera del rango de los datos utilizados para construir el modelo. En este caso, es necesario considerar que la predicción se basa en los datos y el rango utilizados durante el entrenamiento del modelo, por lo que las predicciones para valores fuera de ese rango pueden ser menos precisas o no reflejar adecuadamente la realidad.

Con el propósito de verificar la idoneidad del modelo, hemos examinado los rangos de las variables LYVE1 y REG1B. En el código implementado, se ha incorporado una comparación automática que determina si los valores pertenecen o no a los rangos establecidos, utilizando un valor booleano. Además, se han generado gráficos que representan los datos utilizados en la construcción del modelo para cada variable, resaltando en color rojo el caso de estudio en cuestión (Código 7).

# Código 7: Comprobación de extrapolación para el caso del ejercicio 1e  
  
# Check predictor variable ranges  
range\_data <- sapply(subset\_data[, c("LYVE1", "REG1B")], range)  
range\_new\_observation <- c(6, 140) # Replace with the values of the new observation  
  
# Compare new observation values with observed range  
is\_extrapolation <- any(range\_new\_observation < range\_data[1, ] | range\_new\_observation > range\_data[2, ])  
  
# Print results  
cat("Extrapolación:", is\_extrapolation, "\n")

## Extrapolación: FALSE

# Assess distribution of predictor variables  
# LYVE1  
hist(subset\_data$LYVE1, main = "Distribution of LYVE1")  
# Add new observation to LYVE1 plot  
points(6, 0, col = "red", pch = 16)
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# REGB1  
hist(subset\_data$REG1B, main = "Distribution of REG1B")  
# Add new observation to REGB1 plot  
points(140, 0, col = "red", pch = 16)
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# age\_cat  
barplot(table(subset\_data$age\_cat), main = "Distribution of age\_cat", xlab = "age\_cat", ylab = "Frequency")  
# Add new observation to age\_cat plot  
points(5.5, 0, col = "red", pch = 16)
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Como podemos observar, los valores correspondientes al caso que deseamos predecir se encuentran dentro de los rangos utilizados en la construcción del modelo para las tres variables.

Es relevante destacar que las variables creatinina y TFF1 no han sido incluidas en el modelo debido a que hemos determinado que el modelo reducido, es decir, aquel sin la inclusión de estas variables, presenta un ajuste igual o mejor que el modelo completo. Del mismo modo, podemos aplicar el modelo en este caso particular, dado que se trata de un paciente con una afección pancreática que requerimos clasificar como cancerosa o no cancerosa. Como hemos explicado previamente, si se tratara de un paciente sano, no podríamos aplicar este modelo con la misma certeza.

# Ejercicio 2

Se procede a realizar la carga de los datos utilizando el código proporcionado en el enunciado. Se ha optado por cambiar los nombres de las variables, ya que la presencia de paréntesis podría ocasionar problemas durante la ejecución del código. A continuación, se lleva a cabo la creación de un data frame que incluye únicamente las variables de interés. Se realiza el proceso de eliminación de valores perdidos y, utilizando el paquete “caret”, se procede a la división de los datos en conjuntos de entrenamiento (80%) y prueba (20%) (Código 8).

# Código 8: Carga de datos para el ejercicio 2 y 3  
  
set.seed(123) # Seed is fixed multiple times in the code because it somehow was needed  
  
# Data import  
# Note: I changed the variable names to avoid problems with symbols  
  
import.data <-  
"http://archive.ics.uci.edu/ml/machine-learning-databases/parkinsons/telemonitoring/parkinsons\_updrs.data"  
data <- read.table(url(import.data), sep=",", skip=1)  
names(data) <- c("subject#","age","sex","test\_time","motor\_UPDRS","total\_UPDRS",  
"Jitter\_p","Jitter\_Abs","Jitter\_RAP","Jitter\_PPQ5","Jitter\_DDP",  
"Shimmer","Shimmer\_dB","Shimmer\_APQ3","Shimmer\_APQ5","Shimmer\_APQ11", "Shimmer\_DDA","NHR","HNR","RPDE","DFA","PPE")  
  
# Select predictor variables and response  
library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

parkinson <- data %>% dplyr::select(6:22)  
  
# Delete NA values  
parkinson <- na.omit(parkinson)  
  
# Split the data into train and test  
library(caret)

## Warning: package 'caret' was built under R version 4.3.1

## Loading required package: ggplot2

## Loading required package: lattice

set.seed(123)  
train\_indices <- createDataPartition(parkinson$total\_UPDRS, p = 0.8, list = FALSE)  
data.train <- parkinson[train\_indices, ]  
data.test <- parkinson[-train\_indices, ]

### (a) Regresión lineal

Se procede al ajuste del modelo lineal con la variable “total\_UPDRS” como variable dependiente y las 16 variables indicadas como independientes. Se extrae la R2 y R2 ajustada del modelo. Posteriormente se calculan las predicciones sobre los datos de entrenamiento y prueba separadamente, se calculan los residuos y finalmente el RMSE. Se presentan las métricas calculadas en una tabla.

# Fit the model  
model\_lineal = lm(total\_UPDRS ~ ., data = data.train)  
  
# Extract R-squared  
r\_squared = summary(model\_lineal)$r.squared  
  
# Extract adjusted R-squared  
adj\_r\_squared = summary(model\_lineal)$adj.r.squared  
  
# Predict on the training data  
predictions\_train = predict(model\_lineal, data.train)  
# Predict on the test data  
predictions\_test <- predict(model\_lineal, data.test)  
  
# Calculate residuals train  
residuals\_train = data.train$total\_UPDRS - predictions\_train  
# Calculate residuals test  
residuals\_test <- data.test$total\_UPDRS - predictions\_test  
  
# Calculate RMSE train  
lineal\_rmse\_train = sqrt(mean(residuals\_train^2))  
# Calculate RMSE test  
lineal\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Create results table  
# Extract the variable names from the linear regression model  
variables <- names(coef(model\_lineal))[-1]  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de variables", "R-squared", "Adjusted R-squared", "RMSE\_train", "RMSE\_test"),  
 Value = c(length(variables), r\_squared, adj\_r\_squared, lineal\_rmse\_train, lineal\_rmse\_test)  
)  
  
  
# Format the table using kable()  
library(knitr)

## Warning: package 'knitr' was built under R version 4.3.1

formatted\_table <- kable(results\_table, align = "c", col.names = c("Metric", "Value"), format = "pandoc")  
  
# Print the formatted table  
formatted\_table

| Metric | Value |
| --- | --- |
| Número de variables | 16.0000000 |
| R-squared | 0.1036576 |
| Adjusted R-squared | 0.1005964 |
| RMSE\_train | 10.0855940 |
| RMSE\_test | 10.4046756 |

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Jitter\_RAP, Jitter\_PPQ5, Jitter\_DDP, Shimmer, Shimmer\_dB, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, Shimmer\_DDA, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE for exercise 3  
# Number of observations to trim  
n\_trim <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_test <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_test <- sorted\_residuals\_test[(n\_trim + 1):(length(residuals\_test) - n\_trim)]  
# Calculate the trimmed mean of the residuals  
trimmed\_mean\_test <- mean(trimmed\_residuals\_test)  
# Calculate the squared residuals using the trimmed mean  
trimmed\_squared\_residuals\_test <- (trimmed\_residuals\_test - trimmed\_mean\_test)^2  
# Calculate the robust RMSE using the trimmed mean  
robust\_lineal\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_test))

Al no utilizar el factor “sujeto” no tenemos en cuenta las posibles variaciones de cada individuo. Las muestras deberían ser apareadas, ya que se ace un seguimiento a lo largo del tiempo. Una estimación

Al no considerar el “sujeto” se viola la suposición de independencia. En este tipo de modelos, se asume que todas las observaciones son independientes. Al no serlo, se construirá un modelo que incluirá métricas erróneas. De manera similar, se pierde precisión al no tener en cuenta la correlación entre los datos. El error estándar de los coeficientes estimados puede subestimarse, dando intervalos de confianza más estrechos.

Adicionalmente, se aumenta el error de Tipo 1 (rechazar incorrectamente H0 haciendo que una variable sea significativa cuando no lo es). Esto sucede porque los datos de un mismo individuo tienden a ser más similares, inflando así la significación de los resultados.

Finalmente, se hace más complicado detectar las variaciones entre en un mismo individuo.

### (b) Regresión lineal con AIC

library(MASS)

##   
## Attaching package: 'MASS'

## The following object is masked from 'package:dplyr':  
##   
## select

set.seed(123)  
  
# Perform stepwise variable selection based on AIC  
model\_stepwise <- stepAIC(model\_lineal, direction = "both", trace = FALSE)  
  
# Extract R-squared  
r\_squared = summary(model\_stepwise)$r.squared  
  
# Extract adjusted R-squared  
adj\_r\_squared = summary(model\_stepwise)$adj.r.squared  
  
# Predict on the training data  
predictions\_train = predict(model\_stepwise, data.train)  
# Predict on the test data  
predictions\_test <- predict(model\_stepwise, data.test)  
  
# Calculate residuals  
residuals\_train = data.train$total\_UPDRS - predictions\_train  
# Calculate residuals  
residuals\_test <- data.test$total\_UPDRS - predictions\_test  
  
# Calculate RMSE train  
step\_rmse\_train = sqrt(mean(residuals\_train^2))  
# Calculate RMSE test  
step\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Results  
# Extract the variable names from the linear regression model  
variables <- names(coef(model\_stepwise))[-1]  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de variables", "R-squared", "Adjusted R-squared", "RMSE\_train", "RMSE\_test"),  
 Value = c(length(variables), r\_squared, adj\_r\_squared, step\_rmse\_train, step\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de variables 11.0000000  
## 2 R-squared 0.1033935  
## 3 Adjusted R-squared 0.1012906  
## 4 RMSE\_train 10.0870795  
## 5 RMSE\_test 10.4071343

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Shimmer, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE  
# Number of observations to trim  
n\_trim <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_test <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_test <- sorted\_residuals\_test[(n\_trim + 1):(length(residuals\_test) - n\_trim)]  
# Calculate the trimmed mean of the residuals  
trimmed\_mean\_test <- mean(trimmed\_residuals\_test)  
# Calculate the squared residuals using the trimmed mean:  
trimmed\_squared\_residuals\_test <- (trimmed\_residuals\_test - trimmed\_mean\_test)^2  
# Calculate the robust RMSE using the trimmed mean:  
robust\_step\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_test))

Removing a variable solely based on its lack of significance may affect the overall fit of the model and the relationships between other variables. A variable that is not individually significant may contribute to the model’s overall predictive power when combined with other variables or interacted with other predictors. Therefore, it’s crucial to assess the model’s overall performance, such as through measures like R-squared or adjusted R-squared, and consider the context and theoretical significance of the variables

The significance of a variable can be influenced by multicollinearity, which occurs when predictor variables are highly correlated with each other. In the presence of multicollinearity, the individual coefficients and their significance can be unstable or misleading. It’s important to check for multicollinearity among the variables and consider its potential impact on the significance of individual predictors.

In this example, model\_linear is the initial linear regression model you built using all the variables of interest. The stepAIC() function from the MASS package is used to perform the stepwise variable selection based on AIC.

The direction argument specifies the direction of the stepwise procedure. “both” allows variables to be added or removed from the model. Other options include “backward” for variable removal only and “forward” for variable addition only.

### (c) Regresión por componentes principales

Performing regression using principal components involves transforming the predictor variables into a set of principal components and then using these components as predictors in the regression model.

# install.packages('pls')  
library(pls)

## Warning: package 'pls' was built under R version 4.3.1

##   
## Attaching package: 'pls'

## The following object is masked from 'package:caret':  
##   
## R2

## The following object is masked from 'package:stats':  
##   
## loadings

set.seed(123)  
  
PCA\_model <- pcr(total\_UPDRS ~ ., data = data.train, validation="CV", scale = TRUE)  
  
# Calculate RMSE values  
mpcCV <- RMSEP(PCA\_model, estimate = "CV")  
rmse\_values <- round(mpcCV$val, 1) # Rounded to first decimal to account for complexity  
  
# Plot the graph  
plot(mpcCV$comp, rmse\_values, type = "b", xlab = "Number of Components", ylab = "RMSE")  
  
# Find the optimal number of components  
optimal\_components <- mpcCV$comp[which.min(rmse\_values)]  
points(optimal\_components, min(rmse\_values), col = "red", pch = 16)  
text(optimal\_components, min(rmse\_values), paste("Optimal:", optimal\_components), pos = 3)

![](data:image/png;base64,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) El minimo absoluto es 11 pero el minimo razonable sin hacerlo muy complejo es 8 -1 = 7

In the code you provided, the line (numpredcp <- which.min(mpcCVval). This line calculates the RMSEP for different numbers of components using cross-validation and then identifies the index of the minimum value using the which.min function.

The code performs principal component analysis (PCA) on the predictor variables using the prcomp() function. The resulting principal components (pcs) are then used to construct regression models with different numbers of components (ranging from 1 to the total number of components).

For each model, the code predicts the outcome variable on the test data, calculates the residuals, and computes the root mean squared error (RMSE). The RMSE values are stored in the rmse\_values vector.

The code then plots the RMSE values against the number of components to visualize the relationship. The number of components that yields the minimum RMSE is identified, and the corresponding results are printed.

Yes, in general, a lower RMSE indicates a better-fitting model. RMSE (Root Mean Squared Error) is a commonly used measure of the average prediction error of a regression model. It represents the square root of the average squared differences between the predicted values and the actual values of the outcome variable.

Since RMSE measures the magnitude of the prediction errors, a smaller RMSE implies that the model’s predictions are, on average, closer to the actual values.

# Predict on the training data using the model  
predictions\_train <- predict(PCA\_model, data.train, ncomp = optimal\_components-1)  
# Predict on the test data using the model  
predictions\_test <- predict(PCA\_model, data.test, ncomp = optimal\_components-1)  
   
# Calculate residuals for training and test data  
residuals\_train <- data.train$total\_UPDRS - predictions\_train  
residuals\_test <- data.test$total\_UPDRS - predictions\_test  
  
# Calculate R-squared for training data  
r2\_train <- 1 - sum(residuals\_train^2) / sum((data.train$total\_UPDRS - mean(data.train$total\_UPDRS))^2)  
  
# Calculate adjusted R-squared for training data  
n\_train <- nrow(data.train)  
p\_train <- optimal\_components - 1 # Number of predictors (components) used  
r2\_adj\_train <- 1 - (1 - r2\_train) \* ((n\_train - 1) / (n\_train - p\_train - 1))  
   
# Calculate RMSE for training data  
PCA\_rmse\_train <- sqrt(mean(residuals\_train^2))  
# Calculate RMSE for test data  
PCA\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de componentes", "R-squared", "Adjusted R-squared", "RMSE\_train", "RMSE\_test"),  
 Value = c((optimal\_components - 1), r2\_train, r2\_adj\_train, PCA\_rmse\_train, PCA\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de componentes 7.00000000  
## 2 R-squared 0.08079001  
## 3 Adjusted R-squared 0.07941922  
## 4 RMSE\_train 10.21343614  
## 5 RMSE\_test 10.55268400

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Shimmer, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE for ex3  
# Number of observations to trim  
n\_trim\_best <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_best <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_best <- sorted\_residuals\_best[(n\_trim\_best + 1):(length(residuals\_test) - n\_trim\_best)]  
# Calculate the trimmed mean of the residuals for the best model  
trimmed\_mean\_best <- mean(trimmed\_residuals\_best)  
# Calculate the squared residuals using the trimmed mean for the best model  
trimmed\_squared\_residuals\_best <- (trimmed\_residuals\_best - trimmed\_mean\_best)^2  
# Calculate the robust RMSE using the trimmed mean for the best model  
robust\_PCA\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_best))

Nota: el mejor modelo según el RMSEP con CV, que no se que es.

### (d) Ridge regression

Ridge regression is a model tuning method that is used to analyse any data that suffers from multicollinearity. This method performs L2 regularization. When the issue of multicollinearity occurs, least-squares are unbiased, and variances are large, this results in predicted values being far away from the actual values.

Yes, you can adjust the model using Ridge regression. Ridge regression is a regularization technique that introduces a penalty term to the least squares objective function, helping to reduce the impact of multicollinearity and potentially improve the model’s performance.

library(MASS)  
  
set.seed(123)  
  
mr <- lm.ridge(total\_UPDRS ~ ., data = data.train, lambda=(seq(0, 0.1, 0.001)))  
(nGCV <- which.min(mr$GCV))

## 0.100   
## 101

lGCV <- mr$lambda[nGCV]  
matplot(mr$lambda,coef(mr),type="l", ylim=c(-2,2), xlab=expression(lambda),ylab=expression(hat(beta[i])))  
abline(v=lGCV,col=2)
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plot(mr$lambda,mr$GCV,type="l",xlab=expression(lambda),ylab="GCV")  
abline(v=lGCV,col=2)
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mr <- lm.ridge(total\_UPDRS ~ ., data = data.train, lambda=lGCV)

# Make predictions (no y this time)  
predictions\_test = cbind(1,as.matrix(data.test[,-1])) %\*% coef(mr)  
predictions\_train = cbind(1,as.matrix(data.train[,-1])) %\*% coef(mr)  
  
# Calculate residuals for training and test data  
residuals\_train <- data.train$total\_UPDRS - predictions\_train  
residuals\_test <- data.test$total\_UPDRS - predictions\_test  
  
# Calculate R-squared for training data  
r2\_train <- 1 - sum(residuals\_train^2) / sum((data.train$total\_UPDRS - mean(data.train$total\_UPDRS))^2)  
  
# Calculate adjusted R-squared for training data  
n\_train <- nrow(data.train)  
p\_train <- optimal\_components - 1 # Number of predictors (components) used  
r2\_adj\_train <- 1 - (1 - r2\_train) \* ((n\_train - 1) / (n\_train - p\_train - 1))  
   
# Calculate RMSE for training data  
ridge\_rmse\_train <- sqrt(mean(residuals\_train^2))  
# Calculate RMSE for test data  
ridge\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Extract the variable names  
variables <- colnames(data.test[,-1])  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de componentes", "R-squared", "Adjusted R-squared", "RMSE\_train", "RMSE\_test"),  
 Value = c((optimal\_components - 1), r2\_train, r2\_adj\_train, ridge\_rmse\_train, ridge\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de componentes 7.0000000  
## 2 R-squared 0.1035475  
## 3 Adjusted R-squared 0.1022107  
## 4 RMSE\_train 10.0862133  
## 5 RMSE\_test 10.4070174

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Jitter\_RAP, Jitter\_PPQ5, Jitter\_DDP, Shimmer, Shimmer\_dB, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, Shimmer\_DDA, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE for ex 3  
# Number of observations to trim  
n\_trim <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_test <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_test <- sorted\_residuals\_test[(n\_trim + 1):(length(residuals\_test) - n\_trim)]  
# Calculate the trimmed mean of the residuals  
trimmed\_mean\_test <- mean(trimmed\_residuals\_test)  
# Calculate the squared residuals using the trimmed mean:  
trimmed\_squared\_residuals\_test <- (trimmed\_residuals\_test - trimmed\_mean\_test)^2  
# Calculate the robust RMSE using the trimmed mean:  
robust\_ridge\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_test))

In the context of ridge regression, lambda (λ) is a regularization parameter that controls the amount of shrinkage applied to the regression coefficients. It is also referred to as the penalty parameter or the tuning parameter.

Ridge regression is a technique used to address the issue of multicollinearity (high correlation) among predictor variables in a regression model. When multicollinearity is present, the ordinary least squares (OLS) estimates become unstable, leading to overfitting and unreliable coefficient estimates.

Lambda plays a crucial role in ridge regression by introducing a penalty term to the loss function that the model tries to minimize. The penalty term is proportional to the square of the magnitude of the coefficients. By increasing the value of lambda, the ridge regression model imposes a stronger penalty, shrinking the coefficient estimates towards zero.

By tuning the value of lambda, you can control the degree of shrinkage applied to the coefficients. A larger lambda value corresponds to stronger regularization and more pronounced shrinkage of the coefficients. Conversely, a smaller lambda value reduces the amount of shrinkage and allows the model to closely approximate the OLS estimates.

### (e) motor\_UPDRS como respuesta

A value of “0.1” for both R2 and R2 adjusted means that the predictors included in the model explain approximately 10% of the variance in the dependent variable. This indicates a relatively weak relationship between the predictors and the response variable. Keep in mind that the interpretation of the R2 and R2 adjusted values depends on the specific context and the nature of the data being modeled.

Yo diria que si porque es puta mierda. No cumpliria el objetivo principal: El principal objetivo es predecir el UPDRS total a partir de las 16 medidas de voz. Pero esque este tampoco lo hace porque es basssurrra.

### (f) Análisis de residuos

In statistics, ordinary least squares (OLS) is a type of linear least squares method for choosing the unknown parameters in a linear regression model (with fixed level-one effects of a linear function of a set of explanatory variables) by the principle of least squares: minimizing the sum of the squares of the differences between the observed dependent variable (values of the variable being observed) in the input dataset and the output of the (linear) function of the independent variable.

# Residual plot  
plot(model\_lineal, which = 1)
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# Normal Q-Q plot  
plot(model\_lineal, which = 2)
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# Scale-location plot (square root of standardized residuals)  
plot(model\_lineal, which = 3)
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# Cook's distance  
plot(model\_lineal, which = 4)
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# Residuals vs. fitted values plot  
plot(model\_lineal, which = 5)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAABDlBMVEUAAAAAACsAADoAAGYAOjoAOpAAZrYyACsyEzw6AAA6ADo6AGY6OmY6OpA6kNtZO2tmAABmADpmAGZmOgBmOpBmZmZmtrZmtv9+EwB+Exh+R1yQOgCQOjqQOmaQZgCQkGaQtpCQtv+Q29uQ2/+enp6enrCensCesNCewOCfIQCfU2uwnp6wnrCwnsCwsLCwsNCw0O+2ZgC2tma225C2/7a2//++vr7AU2vAnp7AnrDAnsDAsNDA4ODA4P/QsJ7QsLDQsMDQ0MDQ4NDQ7//bkDrbtmbb25Db///fRzzfU1zfU2vgwJ7g79Dg///v0LDv////tmb/25D/4MD/4OD/79D//7b//9v//+D//+////97P6yBAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAZZElEQVR4nO2dC3sbuXWGUblWok2XkTfdVVul2TZidp3upjGTWFXS2klrtkrlWiYV64L//0cKHFwGmDtuJACe77HMmSGIGc7Lc4CD2xCKqlpk3xeASisEXLkQcOVCwJULAVcuBFy5EHDlQsCVCwFXLgRcuRBw5ULAlQsBVy4EXLkQcOVCwJULAVcuBFy5EHDlQsCVCwFXLgRcuRBw5ULAlQsBVy4EXLkQcOVCwJULAVcuBFy5EHDlQsCVCwFXLgRcuRBw5ULAlQsBVy4EXLkQcOVCwJULAVcuBFy5EHDlQsCVCwFXLgRcuRBw5ULAlQsBVy4EXLkQcOVCwJULAVcuBFy5EHDlQsCVCwFXLgRcuYoE/HBOQIue9+5Pz+TW5uhi5N1BrZ5fB15eVioU8DF/2ZBRWgiYq2TA8mVICJirZMCCxVr66u0J2ziTCNnBo6+PLmAH/lvBm7AtE8JH+Av7ITSHTMAiZ51Inen+xdfk2WuVI2TNz9VcSVYqGTC8rNmt3Z5IDsxpC5wMwIYYgFcyJdtWCXU+q+f/0xwyAMucVaJrdab7U55C5ajPpa8kL5UMeA0Gy+/o5tlr9g/eEzbKWa0awPcvLoS9sm2VEHJg2ywH85AGrHOWifQ+bOgcjXPJ93dyC2arUMCiFn2mClp2l+9Pxa3lTMVd3pgumluocOAqoU7MkxlYFGAjZ0hk7VOdoz6Xfn8Xd2C+CgV8zG8lN+MNUayBuiiD1x3ArHh89lthwSohiDlaDtQ6pADrnEUiva9LechRn6tJn5XKBcwILNpVZemVOxYMdiVdtEoIr5tnv1P2qA7ZFtwk0vuQh86xZcHZqWDAgMSOe8ADq3JxLctFtgcUNqQB3Lx+qbyzZq/L4DOd65dQDJ8ZCXWOxrkys12hkgFDdVbUZKUBKaPlB3nN9uH8+TVzv2fCeMkCKlkyochqRY7l3qZlwTpnmUjvawuGHO1atPYD2ahkwKwcXIjoU5gTIdqkZRzMGZCvRBl8dKEcuEgoJIIj89BKN4OqnFUEJfebM1xI/OTZb3g6nT4nFQk4P2UXHWkh4EBBGSxi4CyFgEO1yTA2MoSAKxcCrlwIuHIh4MoVGTBBzddyGfDhfQGOm90BaMnl/jEEXJhcIecB+DJu5nXLDTECLlOzKecBGOWumYgRcMmaATkPwOiifSVq1iOgEXAdGkScB2BUDPVCRsA1qacpJA/A6KIjym7yEjf68Wr57UfYumVvfvOh52MIuDBJyHCjn96+obcvYf/9m4H06KKLExgy3OjHP3ygn37F7fbpj+8GUiPgMgU3+tOvP9LH33O0zFcvl71GjC66TMGNvvtWAf70/bsBK0bAZaplwaDechhddJlqlcGg3QN2GHiAcpOsRb+StWjurJ/+tOswiVwi4VQy42BuxCwO/kVvRTohYAKAkXAS5dCSxdg6DQ9DOSgPwI4DAFHz5QGYT6BaExK2SlSPi0bAKeQBePX8mi97sRpdXMzlvAg4odwBi6nRZ4EzXftcdEB2qCH5AearEawRcAnycdHHfM2L+9NYLpooFx2SH2pAXpUsWLUkiC8C3pUyCJMwSkopBFy58gCMYVIyOQLmy0kpxapFN2UwEo6vPCyYIOBUQsCVyy9MiuqisakypfzaotfHoQta9wEOyQ81IJ+mygXd8NVbg7qTsKlyR/Jri97+6DX8xTlvUwYj5OhyB/xwvoAnTcQE3JTBSDiyPMpg3o20WkR10UYZHEBYLsPMn20EK3HznTXknO8SoMnlEyatjnlNOmzh48Ey2Aew/OwKOIJ3+eyCv8jf4KauR5S5KVEcvFZmM9Rr3Dsmy7OqJV37w09hKfYNPJ7qbPv5Nb3/gp8cnlx0sEoDWDw7DJ5fMAvwpVHPcjmPkRUR8bl8hMYLw4LXYR2bhcunFj3ZFs3rYfx/Hky5ASYePloBZn5ZWjGcn10n8D1sA/a34LEhWcaDZ1qAez2xTdcbsDilWjef4xaPtDnkEjjERY+MqhQWDGmcymA/wKoMFmdUDyjiXMF4V9k+JWEn8gc8ZsIK63Ble6gMDqhFc6QP//hatqEqC5ZVr4OVP+DRUZVrWdt5OJ8GTMwyOKShA55QpCJf/h9/WNGBF8H+gKOOqozfFo2tYlL+tehoU1dMwLEwB7eKVaM8OvxVW7T8Cz8XAlbKCrC24eCTIWClPAbddZx0FMLIl3pZMDxvmQY+5rgfsO4TjuCksW8Z5NMfLB/ZGqu70A6TBBeEE0t+Izq4ok0fNctgMmrAnRbOwT2Ukt+IDq5VRAvucdI9yGz0Y3soLa8yWD6MPtJ5Le/cQG2QWW6bWBn076Ea+YRJUJUO7KOZbKpskBE5JB4B+yivONiY3aCRCbYEAfspD8AmX2ImUEM8dNULy2BHZQbYcNISmQEYa9Eecm7JWswYsuN2XmL3BxN9lGjvjMbprTws2Orw11XmxksjX2/lAdiOlGjDVr7fJIt7FQcgD8CxlzJsl8FNdxKxP+DWz4S/BpAH4NhLGbbCJFGVJi2axPg3+wRI2Adw9KUM7YYOoktd0jZgF8AYGEv5AY66lGGPfya0PbADAXvKx0XHX8rQjoJJH552GUzGx3AhYCmvSlaipQyJLH+Vc7avza5FT4bIWAYL5REmmZPPWqHS2MdHzRRr0aA8ANsuWh6c/jj64Wn5AIZ5e4FTfoYA915QlzYCnisPwJujizWvZAUR7nfRtI9wOyTWn8dm6hlyB8yH7KxHZv46n9eOg2WIpN7RRXLrQlWFGwvaCfnFwRxwzIaOlpc2wiUzcupUolHT8rfgNIPuGtPUHlizbj6Ghe9seZfB67C1iYabKnUQrNES2pTNUWpXN0q+GRQkz1q0mHsb57yktUaHUf6KV7OaZTZiOgG+MWQcDPoSJSi3OFi1Y5m79qhZ6cBnXtGUsVaP2K8MjnreVhWL2q8NSquZerz63GOsw2m9v0MR8qtFRz0vsYbsUGW0hjMmOqENW+umJadLqduIfSpZYYsYds5LOnGwqFSZyFsftA5roN6xU82EfSxY3vpk/cFU150lNMsfWz7bNNeAqnXFRpxXJcsMh9QuadeoFO+2Lw6KnapFnAfgZgkHYkZJZtxE2h+/6WueDgmOfT+Yt/ICbPpoZcU9fQrs8M1Ntxod2H5ZpxHnAbi/FKaq1mUUu3CA+eZemOOx07RqRJwdYGqzpHY7Ft/iGFR7R+zm6PoI5wHYmh/cFMNUt1SqI7xiZQy8bPKJxbo6I3YEnPTZhWZdWqUxjZrxbbi2XLfLVxlXZYR9GjpmLKP0cD7xIxgpg3WsZMCWIS9REbICrdC7fZdx1WXE7oDnLKO0JrK9ekMGGq7HKlnaKxsWeqOMlxh/OqOogOtC7NOSNbmMktEfMfQzGHPRRONVm3DHO41atoeOWk2oh7CPBU8uo2T0R2wGlvS/vKRU/rHtS/ZH+v6oeNVpW3/6PSL/BtLp9BPvV/jnVQZPLaPkbMG8atzjpcEny6BXphy8vOlatGNFrBIj9gmTppdR0uN55pbBNmE9hxQCo0i+19mN11ESJ4qDJ1cNb5fBFuEm+gW8LiHucGKPcroGxNk0dHS9NDdfopuyhvKx3xtxw13AM3455RP2dNEJpq50i2EeGjU16l4gLaCjVtqGP6tMLt6IfSpZ8aeudIthaJXU4zo0DNKXCxncb6Umbb5zvn/hiP3CpCRTVyzCqs2ZtLsbenKZC7jvCuakLZqwX0NH7Kkrlw1UZc32wFk6D7BLKOTwYyjZiP0tOMXUFTUq0qxq2YN2eny0XcuaX+V2iYvLJexdBkedujImanUudfIJ6CZ0+WyxRuzd0JFo6soAY5Wwm8/O5o8WijibOHiM7zBFx+bHMBVJOA/AI2ypnucwmMvuCBeI2KcWLfqDk00At23Xnj3am8vOAJeI2AewGKeRainD3iLYKIm7uewQcHl+2gfwV6e8hrVrwL2XutMyWKgwI/Zq6Hg4J4uduGhVDpPBCcH9lp1WRRH2a8mia/L8v3dSBlPa1KJ3j3JAJRmxJ2C6PUk3bFag7Za/2QAuCbEvYPaSvAw2/O8eytoJlUI4wziYUo1XGfF+ytpxFWLEGQK2TDj+meOpCMSOgFM/N8l2zzPL3v1ZdwGE87DgwTh4zqn3aeX5G3EegPvIEmM5h+mc9ubHcyfs7KIbBqnjYJ5ohnXuO4TK3Ih9OvxnzC50OW/HRVM18p2OD5k1c9pnTSxrxO6A58wudDpvG7DuPBrqJOzJas817YwJezd0pG2LdgGcQ4ycrxH7WPDk7EK387bIqpmjlO6fm4NyRexVBk/NLnQ7b9dFS7wl8aW5+mmfMGl6dqFTdi3Aat5oYXhppkacXRwsSt8MKk4+ypCwfxkc7byd8FeVviUSzg6xfy062nkJsR/xrv0z0e9HOOGulBtin0pWuvWiqYyBSWuySkmEM/PTPhYsaaSIgylthsmaTVRlEc4JcV6VLBkembXoAgFnZcR5AG6eXUjbXUhFAs7IiD0AKx8dv8PfHGlnpWxfZQH1rlwQewBePb9eH9PtSfzpo6p/0ObXpVlGvSsPwj6VrAXd8CUcErRFm0HS1GcLIJwDYr84ePuj1/AX5bxWU+WcXoZSAGeB2K8l6/7FRQrAqodwop+wHMAZ+GmPMpgvr7NajLvoNcN1phJPnNcKg5vOwolrKYPv/o3YJ0xaHes5pAPifYliHrETYNr3mKTeT+dfi260X8JJ4mDRH/FwPrKa1pCLnjXOrjDt1YiTAFb9ETygcgGc6lkqe9ceETsCnjdsVvcoro4dXPTQNP4qtDfEPr1J08NmFdbhorqvDJ6Mj4rWnp4o7xMmzRg2q5ZJezgfWNJ/xEXXq30w9u/wj79Gh8vllKqdM/YfsjM9bHZscM+Ai557NSVrt4y9yuCZw2ZdAddcAtvaIWOfMGnusNn5gC8PyICl2o+3TqWUHf6OgGuvYnW1C8Z5AD6AQHhAyRl7AJ588KTrea0y+NAIp2bsM6Ij8rBZarRFu1xRRUrI2G9ER9zzImCajrF/Q0e889pR0oECpokY+zdVxjvvgZfBpuIz9m7oiHjepqny8GrRXUVm7OOiJ7sLHc9rTT5DxWWcMg6enR066I6iMc4GcLlzglMpDmMPwLGnrrAd3V2IgC1FaLD2aeiIPHWFA6YULXhAzoztqoxfQ0fUqSuUkrnDZQ9UToxbt9GvoSPq1BVKjWe6o/o1m3G7tchvREfUqSvSRVc94i6GDMYP52fyQezQ9yPGXsDBCIBnTV1xyI4LymD0z5NSjPmYRs6T1YXo6gxKTDXQMQLgGVNXnLKjVC3bEJLhoYgz3v7NT87o/RdQTPIXEBykEcrgOCLdXeQ7U//79//ArHf7+TUvKref/wxc9MNPf34u4prgWvQLMdou2rBZyl00VrDma714+Lsf33C/zAGfCNbs4Hlf4OoPeGhSimN2oMuAnA5ODCdn+ecf/puwYGnI13EAr5q+vaB+f7RXb63F3WeF782ff/D6/m8B8HoIib8FhwkBh4gbKw9X18c3N7/8MbhoFSa1lUclC120m8w4mL381b/ogx05A96eLHifPwlbDxwBx9VwQ5e40Y9Xy28/wtbtcrn85sNgQtHHwMd0xOxsQEXQAGO40U9v39Dbl7D//s3A51Uliw/IgoGzq6ChWQg4gfoYw41+/MMH+ulX3G6f/vhu4MOCCIyZFcPu4sbBqDhqM17Cjf7064/08fccLfPVy2WvESvAZ2pkNALOVAbi5VLc6LtvFeBP378bsGIDsCh+Y3Y2oCJryQVbLQsG9ZbDRhkMU4MDh0cj4FSSYJVaZTBoDPDm6OL+lNtu4AwldNFp1MKra9GvZC2aO+unP42ESTwEZny3J/Gem0QPAHD6vpTGKbfODP+LOJgbMYuDf9FbkU7bXVi50vaG9oI1Tz1LCNhfSWfVjeLNBXAVLhoGqW1PYKiLfJEHUwGeYOt2VgQ8oQ1HyrvaWPwoX+TBRIDn4M0FcAVaHf0TH0vMu9+/eC1f5MEEZfA8uNTltAh4Stwbty1YDS6OVYsWNeX5eHMBXIOLFiybTloRR4aNHm/JBaxSUsAjXYrugJ/esp+v7NRs6fHqFbze9UV47ODjldF0czfUXxYqmO7x2QVvpJcvNB7g/iB3hpIAnrGqtPPv5W7JIb7vDdKnANtpUwKWQx3lC40F2JcuTWXBYknp+RY8rU/fAZent302rAAbza2Ndgo4vgV7m65UIhct2qsjuuhbCfYvHOEd+9aAVG4A4Nvlq8d//8h+CUaHJ2+X+0/posUb/H+W1XuR6PHqP65Eaj6S5aV8feX0VbWApRzMpMc0BQIOpEsTlsEr9gXjAX56+7LZuWNIHq9eNhsc8K2gCpZ+Jwm//+YD2xaA1RsA+z378C2z7Mcr9t+t/INc2Oun7zwJx1Wo6Uqlq2StyWK+i1ZN5UOvyglz8a4R8Lx6g72rmN4ZA8qEW38vAKs3+DZ0jfJ3IVu2obIXr3e9g9J2qzh0adJa9PbkrzuAfZeGNgELbux/vfF49a/Krz5eNXQEKFmLVm+oMvhuCeYPflrmpMprtbcnRTJdqZRh0sP58IpaAS5a3H+NhW0wT/tf379TKXUZfGsCVm/ANitpv/m/7wzA8tN3S6E9Ao5Kl6YGPGs5YepSybpbvumz4Ff0vVG9lsGUZcHqDV0ef/puyIL3pbimK5UH4GkZYVJvGWz5VQlUHLo1AIO1y/L4znDRTRm8P9tNQZeWA1g0dDy95SbWW4uGKrO0QWWIvE6satHqDfVjeLxiGSrAkJIXA/x1oDUloZKYrlQegOc0VcKIXuGHe+NgQC4OaUBmHKzeeM8ygXEr0l/rUlnHwTuuRCekS0sCXKNSmq5UHr1Jh6n0dCkC3pt2AZcrD8AH56J3YrygvQG2dEkOS8sdnmtPgBNmHvdKD+XSEHB2mWWdW8rMM/7eGV8aAs4us6xzS5l5xt8740tDwNlllnVuKTPP+HtnfGkIOLvMss4tZeYZf++MLw0bj2sXAq5cCLhyIeDKhYArFwKuXAi4ciHgyoWAKxcCrlwIuHIh4MqFgCtXCsDW03lCH9XT+nzg4hhmbg/nJOw5b9alrUMfSdS+UavAlZ2lEgDesOvcqGu1dkIz46vABC1Ybub2cM421sR/gXvr0vgjH0O+Z+dGbUiugMXcNPl0HmsnNDP4lYcAtnKTj6jwzs/KzHhsTYTcqLGmXqjiA7ZuXOhdtD+/IYugh8L0XI2/1XUzCwHczm39/GfZAv6M3zIJwtoJzYwGZdV/Nf7PqOhmtg5w0a3c2G62ZbCwCWkZ1k5oZnAgBHD3ajb+tax2ZpugGpudG3fYCDhGboF1LPurPZz7M7Fz42sWZwu4IBcdYL+9Xy2gGt29a/kCTlfJoqGA7dzWQVFwz1cLeHSrldtaThENehCsVFlhUiBgO7d12A3sibkCLq57o7K14KQNHYHPzjRzg0dih8i6NI5jbHUat9xUjhGUoqlSttqJsDC0Cc/KLBSwmZv0gwEXZ13aKtSltr5ozoBRGQkBVy4EXLkQcOVCwJULAVcuBFy5EHDlQsCVCwFXLgRcuRBw5ULAlQsBVy4EXLkQcOVCwJULAVcuBFy5EHDlQsCVCwFXLgRcuRBw5ULAlQsBVy4EXLkOAXCkWT5lCgFXLgRcuQ4L8BrWtpOztWEdNFg55f7F13z9LT0DlG0cfc3ncq4D18LLQAcFmK9ztD1ZyAm9z6/lPr0/5Sn49HpYCYkvrbThk3XV+yXrkADDcnR8CjlfCoPt6H3YuH9xIZZiEAa+OrrQ7+/x2oN1SIDFCgmM3/3pGd+x9kUK7qMFUfP9PV13FB0UYL14DfPG7KDeF4BZgfvst4zmWgOOuNjN3nRQgJtV6Z79Thix2AXAYKn8v5YFF65DAqw9Mdv6EorhM9q8AVw3RJXBa14GF227QocEWNaR4T9Yw1Dtawu+P+VRkVWLFunL1UEAFkXpQsS1wgGLglXu6zL46ELiJ89+w9Pp9OXqEAB7qfDoSAsBdwRlsIiBKxAC7mpTfGxkCAFXLgRcuRBw5ULAlatowN2mpofzM7oxD5o7ZnK1ai9vBJFxsloUWNaw4MFoqj/4/nQsIoaOqExVGeD1sX1wcMcCDC1d0CksNrcnxzoFNImIdpHhNq1NvmNG6gLMD/gChr4HY1OmgJfVsfmZrrjjyFSlA96efMW852J7An518+w132KUNnJwDuzIsTgTgHkDh9zk7xopph9pts7WhMsHDEOrWPHIu3G5pYmuIcJNWfprNRZnvgUbVOFl8vlK+fYslg94IZ+vASMzFgKweDzGRvQT6bE4U2XwcdPxxH4tMoV4Ngt3BbqOxatfLN32n5sryXfYR/mAjb56IMj/E/fbGIwDY3EmatEL2gJsj+dg+9JMec18Rayng+bbdF0VYNlNoACzLWCqxuJMuGi1K18hBdSntYafZImAk2ieBeskVpVaPoNqZfhlSruVLHj6nXLAwyUtAk6iLuC+MliPxbEAi6F18IkuYCNMWjWbI33EWAYnURuwrEUvzFr0ohmL0wqKoeWKI+sAhkqbpArtH+J56yPPssRadBJ1AIOJrZo4WOyosTh2uwhUooCnCdhsqhRmC4+whKbKXojy+W4YB+9E+xoHmfH4y7oA87bofQjboneliUZh3l4R+kjKHmFvEmpvQsCV6/8BCVQTngvriu0AAAAASUVORK5CYII=) which = 1: Residuals vs. Fitted: Alrededor de 0, mas o menos lineal which = 2: Normal Q-Q plot: No son muy normal en linea recta which = 3: Scale-Location plot: homocedasticidad mas o menos, no es cono which = 4: Cook’s distance plot: NO Hay puntos influyentes. Más grande cook más influye. Más 1 es influyente which = 5: Residuals vs. Leverage plot: No Existen puntos influyentes

Multicollinearity refers to a situation where independent variables in a regression model are highly correlated with each other. It can cause issues in the interpretation of coefficients and affect the stability and reliability of the regression model. To study multicollinearity in R, you can use the following approaches:

cor\_matrix <- cor(data.train[, c("Jitter\_p","Jitter\_Abs","Jitter\_RAP","Jitter\_PPQ5","Jitter\_DDP",  
"Shimmer","Shimmer\_dB","Shimmer\_APQ3","Shimmer\_APQ5","Shimmer\_APQ11", "Shimmer\_DDA","NHR","HNR","RPDE","DFA","PPE")])  
  
# install.packages("corrplot")  
library(corrplot)

## Warning: package 'corrplot' was built under R version 4.3.1

## corrplot 0.92 loaded

##   
## Attaching package: 'corrplot'

## The following object is masked from 'package:pls':  
##   
## corrplot

corrplot(cor\_matrix, method = "color")
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library(car)

## Warning: package 'car' was built under R version 4.3.1

## Loading required package: carData

##   
## Attaching package: 'car'

## The following object is masked from 'package:dplyr':  
##   
## recode

vif\_values <- vif(model\_lineal)  
  
tolerance\_values <- 1/vif\_values  
  
# Extract the variable names from the linear regression model  
variables <- names(coef(model\_lineal))[-1]  
  
# Create a data frame for the results  
results\_cor <- data.frame(  
 VIF = vif\_values,  
 Tolerance = tolerance\_values  
)  
  
print(results\_cor)

## VIF Tolerance  
## Jitter\_p 91.315313 0.01095106582675  
## Jitter\_Abs 7.597483 0.13162253129251  
## Jitter\_RAP 1310444.658918 0.00000076309976  
## Jitter\_PPQ5 31.062590 0.03219306517109  
## Jitter\_DDP 1310728.804146 0.00000076293433  
## Shimmer 173.202176 0.00577359951296  
## Shimmer\_dB 78.875425 0.01267822005257  
## Shimmer\_APQ3 24909348.382192 0.00000004014557  
## Shimmer\_APQ5 51.970530 0.01924167411572  
## Shimmer\_APQ11 14.388984 0.06949761174304  
## Shimmer\_DDA 24909297.237443 0.00000004014565  
## NHR 9.389968 0.10649663282808  
## HNR 5.533415 0.18072023874422  
## RPDE 2.096565 0.47697068283926  
## DFA 1.591038 0.62852060695795  
## PPE 4.447827 0.22482888938855

Todos los tipos de Jitter están muy relacionados con todos los tipos de Jitter y los Shimmer con los Shimmer.Osea mucho kek. Normal que el modelo se una basurrra.

Tolerance is the reciprocal of the VIF. It indicates the proportion of variance in an independent variable that is not explained by other independent variables. Variables with low tolerance values (close to 0) indicate high multicollinearity.

The VIF measures how much the variance of the estimated regression coefficient is inflated due to multicollinearity.

# Calculate residuals  
residuals <- residuals(model\_lineal)  
  
# Plot residuals  
plot(residuals[-length(residuals)], residuals[-1], xlab = "Residual i", ylab = "Residual i+1", main = "Correlation between residuals")
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If your data is randomly ordered and does not have a time component, then the concept of “consecutive residuals” in the temporal sense may not be directly applicable. The assumption of independence between residuals in linear regression typically assumes that the order of the data points does not matter, as long as the observations are independent and identically distributed.

In this case, you can still check for correlation between the residuals, but the interpretation would be different. Instead of investigating temporal dependence, you would be examining whether there is a pattern or relationship between the residuals regardless of their order. The correlation between residuals can provide insights into potential systematic patterns or relationships in the errors that may affect the validity of your linear model.

Therefore, while the concept of consecutive residuals in a temporal sense may not be relevant to your randomly ordered data, you can still use the code you provided to check for correlation between the residuals and investigate whether there are correlated errors present in your linear model.

# Ejercicio 3

### (a) Comparación modelos con y sin puntos influyentes

# Calculate cooks distance  
cooksd <- cooks.distance(model\_lineal)  
  
# Get 3 most influential points  
top3\_indices <- order(cooksd, decreasing = TRUE)[1:3]  
  
# Remove the points  
data.train <- data.train[-top3\_indices, ]

Re-execute everything but with clean data

# Fit the model  
model\_lineal = lm(total\_UPDRS ~ ., data = data.train)  
  
# Extract R-squared  
r\_squared = summary(model\_lineal)$r.squared  
  
# Extract adjusted R-squared  
adj\_r\_squared = summary(model\_lineal)$adj.r.squared  
  
# Predict on the training data  
predictions\_train = predict(model\_lineal, data.train)  
# Predict on the test data  
predictions\_test <- predict(model\_lineal, data.test)  
  
# Calculate residuals train  
residuals\_train = data.train$total\_UPDRS - predictions\_train  
# Calculate residuals test  
residuals\_test <- data.test$total\_UPDRS - predictions\_test  
  
# Calculate RMSE train  
lineal\_rmse\_train = sqrt(mean(residuals\_train^2))  
# Calculate RMSE test  
lineal\_clean\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Create results table  
# Extract the variable names from the linear regression model  
variables <- names(coef(model\_lineal))[-1]  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de variables", "R-squared", "Adjusted R-squared", "RMSE\_train", "clean\_rmse\_test"),  
 Value = c(length(variables), r\_squared, adj\_r\_squared, lineal\_rmse\_train, lineal\_clean\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de variables 16.0000000  
## 2 R-squared 0.1080147  
## 3 Adjusted R-squared 0.1049665  
## 4 RMSE\_train 10.0586529  
## 5 clean\_rmse\_test 10.4840466

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Jitter\_RAP, Jitter\_PPQ5, Jitter\_DDP, Shimmer, Shimmer\_dB, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, Shimmer\_DDA, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE for exercise 3  
# Number of observations to trim  
n\_trim <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_test <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_test <- sorted\_residuals\_test[(n\_trim + 1):(length(residuals\_test) - n\_trim)]  
# Calculate the trimmed mean of the residuals  
trimmed\_mean\_test <- mean(trimmed\_residuals\_test)  
# Calculate the squared residuals using the trimmed mean  
trimmed\_squared\_residuals\_test <- (trimmed\_residuals\_test - trimmed\_mean\_test)^2  
# Calculate the robust RMSE using the trimmed mean  
robust\_lineal\_clean\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_test))

library(MASS)  
  
set.seed(123)  
  
# Perform stepwise variable selection based on AIC  
model\_stepwise <- stepAIC(model\_lineal, direction = "both", trace = FALSE)  
  
# Extract R-squared  
r\_squared = summary(model\_stepwise)$r.squared  
  
# Extract adjusted R-squared  
adj\_r\_squared = summary(model\_stepwise)$adj.r.squared  
  
# Predict on the training data  
predictions\_train = predict(model\_stepwise, data.train)  
# Predict on the test data  
predictions\_test <- predict(model\_stepwise, data.test)  
  
# Calculate residuals  
residuals\_train = data.train$total\_UPDRS - predictions\_train  
# Calculate residuals  
residuals\_test <- data.test$total\_UPDRS - predictions\_test  
  
# Calculate RMSE train  
step\_rmse\_train = sqrt(mean(residuals\_train^2))  
# Calculate RMSE test  
step\_clean\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Results  
# Extract the variable names from the linear regression model  
variables <- names(coef(model\_stepwise))[-1]  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de variables", "R-squared", "Adjusted R-squared", "RMSE\_train", "clean\_rmse\_test"),  
 Value = c(length(variables), r\_squared, adj\_r\_squared, step\_rmse\_train, step\_clean\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de variables 11.0000000  
## 2 R-squared 0.1074522  
## 3 Adjusted R-squared 0.1053575  
## 4 RMSE\_train 10.0618235  
## 5 clean\_rmse\_test 10.4817952

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Shimmer, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE  
# Number of observations to trim  
n\_trim <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_test <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_test <- sorted\_residuals\_test[(n\_trim + 1):(length(residuals\_test) - n\_trim)]  
# Calculate the trimmed mean of the residuals  
trimmed\_mean\_test <- mean(trimmed\_residuals\_test)  
# Calculate the squared residuals using the trimmed mean:  
trimmed\_squared\_residuals\_test <- (trimmed\_residuals\_test - trimmed\_mean\_test)^2  
# Calculate the robust RMSE using the trimmed mean:  
robust\_step\_clean\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_test))  
  
mean(residuals\_test, trim=0.1)

## [1] -0.6349302

# install.packages('pls')  
library(pls)  
  
set.seed(123)  
  
PCA\_model <- pcr(total\_UPDRS ~ ., data = data.train, validation="CV", scale = TRUE)  
  
# Calculate RMSE values  
mpcCV <- RMSEP(PCA\_model, estimate = "CV")  
rmse\_values <- round(mpcCV$val, 1) # Rounded to first decimal to account for complexity  
  
# Plot the graph  
plot(mpcCV$comp, rmse\_values, type = "b", xlab = "Number of Components", ylab = "RMSE")  
  
# Find the optimal number of components  
optimal\_components <- mpcCV$comp[which.min(rmse\_values)]  
points(optimal\_components, min(rmse\_values), col = "red", pch = 16)  
text(optimal\_components, min(rmse\_values), paste("Optimal:", optimal\_components), pos = 3)
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# Predict on the training data using the model  
predictions\_train <- predict(PCA\_model, data.train, ncomp = optimal\_components-1)  
# Predict on the test data using the model  
predictions\_test <- predict(PCA\_model, data.test, ncomp = optimal\_components-1)  
   
# Calculate residuals for training and test data  
residuals\_train <- data.train$total\_UPDRS - predictions\_train  
residuals\_test <- data.test$total\_UPDRS - predictions\_test  
  
# Calculate R-squared for training data  
r2\_train <- 1 - sum(residuals\_train^2) / sum((data.train$total\_UPDRS - mean(data.train$total\_UPDRS))^2)  
  
# Calculate adjusted R-squared for training data  
n\_train <- nrow(data.train)  
p\_train <- optimal\_components - 1 # Number of predictors (components) used  
r2\_adj\_train <- 1 - (1 - r2\_train) \* ((n\_train - 1) / (n\_train - p\_train - 1))  
   
# Calculate RMSE for training data  
PCA\_rmse\_train <- sqrt(mean(residuals\_train^2))  
# Calculate RMSE for test data  
PCA\_clean\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de componentes", "R-squared", "Adjusted R-squared", "RMSE\_train", "clean\_rmse\_test"),  
 Value = c((optimal\_components - 1), r2\_train, r2\_adj\_train, PCA\_rmse\_train, PCA\_clean\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de componentes 8.00000000  
## 2 R-squared 0.08562868  
## 3 Adjusted R-squared 0.08406898  
## 4 RMSE\_train 10.18409080  
## 5 clean\_rmse\_test 10.52010556

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Shimmer, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE for ex3  
# Number of observations to trim  
n\_trim\_best <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_best <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_best <- sorted\_residuals\_best[(n\_trim\_best + 1):(length(residuals\_test) - n\_trim\_best)]  
# Calculate the trimmed mean of the residuals for the best model  
trimmed\_mean\_best <- mean(trimmed\_residuals\_best)  
# Calculate the squared residuals using the trimmed mean for the best model  
trimmed\_squared\_residuals\_best <- (trimmed\_residuals\_best - trimmed\_mean\_best)^2  
# Calculate the robust RMSE using the trimmed mean for the best model  
robust\_PCA\_clean\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_best))

library(MASS)  
  
set.seed(123)  
  
mr <- lm.ridge(total\_UPDRS ~ ., data = data.train, lambda=(seq(0, 0.1, 0.001)))  
(nGCV <- which.min(mr$GCV))

## 0.100   
## 101

lGCV <- mr$lambda[nGCV]  
matplot(mr$lambda,coef(mr),type="l", ylim=c(-2,2), xlab=expression(lambda),ylab=expression(hat(beta[i])))  
abline(v=lGCV,col=2)
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plot(mr$lambda,mr$GCV,type="l",xlab=expression(lambda),ylab="GCV")  
abline(v=lGCV,col=2)
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mr <- lm.ridge(total\_UPDRS ~ ., data = data.train, lambda=lGCV)

# Make predictions (no y this time)  
predictions\_test = cbind(1,as.matrix(data.test[,-1])) %\*% coef(mr)  
predictions\_train = cbind(1,as.matrix(data.train[,-1])) %\*% coef(mr)  
  
# Calculate residuals for training and test data  
residuals\_train <- data.train$total\_UPDRS - predictions\_train  
residuals\_test <- data.test$total\_UPDRS - predictions\_test  
  
# Calculate R-squared for training data  
r2\_train <- 1 - sum(residuals\_train^2) / sum((data.train$total\_UPDRS - mean(data.train$total\_UPDRS))^2)  
  
# Calculate adjusted R-squared for training data  
n\_train <- nrow(data.train)  
p\_train <- optimal\_components - 1 # Number of predictors (components) used  
r2\_adj\_train <- 1 - (1 - r2\_train) \* ((n\_train - 1) / (n\_train - p\_train - 1))  
   
# Calculate RMSE for training data  
ridge\_rmse\_train <- sqrt(mean(residuals\_train^2))  
# Calculate RMSE for test data  
ridge\_clean\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Extract the variable names  
variables <- colnames(data.test[,-1])  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de componentes", "R-squared", "Adjusted R-squared", "RMSE\_train", "clean\_rmse\_test"),  
 Value = c((optimal\_components - 1), r2\_train, r2\_adj\_train, ridge\_rmse\_train, ridge\_clean\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de componentes 8.0000000  
## 2 R-squared 0.1079086  
## 3 Adjusted R-squared 0.1063869  
## 4 RMSE\_train 10.0592508  
## 5 clean\_rmse\_test 10.4868157

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Jitter\_RAP, Jitter\_PPQ5, Jitter\_DDP, Shimmer, Shimmer\_dB, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, Shimmer\_DDA, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE for ex 3  
# Number of observations to trim  
n\_trim <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_test <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_test <- sorted\_residuals\_test[(n\_trim + 1):(length(residuals\_test) - n\_trim)]  
# Calculate the trimmed mean of the residuals  
trimmed\_mean\_test <- mean(trimmed\_residuals\_test)  
# Calculate the squared residuals using the trimmed mean:  
trimmed\_squared\_residuals\_test <- (trimmed\_residuals\_test - trimmed\_mean\_test)^2  
# Calculate the robust RMSE using the trimmed mean:  
robust\_ridge\_clean\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_test))

# Create a data frame for the results  
results <- data.frame(  
 Modelo = c("OLS", "AIC", "RCP", "Ridge"),  
 RMSE\_Con = c(lineal\_rmse\_test, step\_rmse\_test, PCA\_rmse\_test, ridge\_rmse\_test),  
 RMSE\_Sin = c(lineal\_clean\_rmse\_test, step\_clean\_rmse\_test, PCA\_clean\_rmse\_test, ridge\_clean\_rmse\_test)  
)  
  
print(results)

## Modelo RMSE\_Con RMSE\_Sin  
## 1 OLS 10.40468 10.48405  
## 2 AIC 10.40713 10.48180  
## 3 RCP 10.55268 10.52011  
## 4 Ridge 10.40702 10.48682

# Checking if the points were correctly deleted  
# Re-calculate cooks distance  
cooksd\_updated <- cooks.distance(model\_lineal) # Clean data  
  
# Plot both  
plot(cooksd\_updated, pch = 20, cex = 1.5, main = "Cook's Distance Plot Updated")
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plot(cooksd, pch = 20, cex = 1.5, main = "Cook's Distance Plot")

![](data:image/png;base64,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)

### (b) Cálculo del RMSE robusto

The trimmed mean is less sensitive to outliers and can provide a more robust estimate of the central tendency.

# Create a data frame for the results  
results2 <- data.frame(  
 Modelo = c("OLS", "AIC", "RCP", "Ridge"),  
 RMSE\_Con = c(lineal\_rmse\_test, step\_rmse\_test, PCA\_rmse\_test, ridge\_rmse\_test),  
 RMSE\_Sin = c(lineal\_clean\_rmse\_test, step\_clean\_rmse\_test, PCA\_clean\_rmse\_test, ridge\_clean\_rmse\_test),  
 Robusto\_Con = c(robust\_lineal\_rmse\_test, robust\_step\_rmse\_test, robust\_PCA\_rmse\_test, robust\_ridge\_rmse\_test),  
 Robusto\_Sin = c(robust\_lineal\_clean\_rmse\_test, robust\_step\_clean\_rmse\_test, robust\_PCA\_clean\_rmse\_test, robust\_ridge\_clean\_rmse\_test)  
)  
  
print(results2)

## Modelo RMSE\_Con RMSE\_Sin Robusto\_Con Robusto\_Sin  
## 1 OLS 10.40468 10.48405 7.021287 7.044118  
## 2 AIC 10.40713 10.48180 7.031638 7.063658  
## 3 RCP 10.55268 10.52011 7.106559 7.100806  
## 4 Ridge 10.40702 10.48682 7.028084 7.050813

### (c) LTS o Huber

set.seed(123)  
  
# Data import  
# Note: I changed the variable names to avoid problems with symbols  
  
import.data <-  
"http://archive.ics.uci.edu/ml/machine-learning-databases/parkinsons/telemonitoring/parkinsons\_updrs.data"  
parkinson <- read.table(url(import.data), sep=",", skip=1)  
names(parkinson) <- c("subject#","age","sex","test\_time","motor\_UPDRS","total\_UPDRS",  
"Jitter\_p","Jitter\_Abs","Jitter\_RAP","Jitter\_PPQ5","Jitter\_DDP",  
"Shimmer","Shimmer\_dB","Shimmer\_APQ3","Shimmer\_APQ5","Shimmer\_APQ11", "Shimmer\_DDA","NHR","HNR","RPDE","DFA","PPE")  
  
# Select predictor variables and response  
library(dplyr)  
set.seed(123)  
parkinson <- parkinson %>% dplyr::select(6:22)  
  
# Split the data into train and test  
library(caret)  
set.seed(123)  
train\_indices <- createDataPartition(parkinson$total\_UPDRS, p = 0.8, list = FALSE)  
data.train <- parkinson[train\_indices, ]  
data.test <- parkinson[-train\_indices, ]  
  
# Huber  
require(MASS)  
hub <- rlm(total\_UPDRS ~ ., data = data.train)  
summary(hub)

##   
## Call: rlm(formula = total\_UPDRS ~ ., data = data.train)  
## Residuals:  
## Min 1Q Median 3Q Max   
## -38.708 -7.026 -1.416 7.516 31.287   
##   
## Coefficients:  
## Value Std. Error t value   
## (Intercept) 60.3923 3.4288 17.6133  
## Jitter\_p 372.3992 251.1458 1.4828  
## Jitter\_Abs -38611.9982 11264.0447 -3.4279  
## Jitter\_RAP -22944.9819 54363.4404 -0.4221  
## Jitter\_PPQ5 -234.0636 217.5246 -1.0760  
## Jitter\_DDP 7754.6094 18122.8676 0.4279  
## Shimmer 179.2708 73.5378 2.4378  
## Shimmer\_dB -7.3858 5.5745 -1.3249  
## Shimmer\_APQ3 -19115.0831 54687.0579 -0.3495  
## Shimmer\_APQ5 -155.1232 62.3563 -2.4877  
## Shimmer\_APQ11 96.5758 27.6603 3.4915  
## Shimmer\_DDA 6304.1068 18229.0061 0.3458  
## NHR -43.1735 7.2424 -5.9612  
## HNR -0.4856 0.0802 -6.0527  
## RPDE 10.9901 2.1184 5.1880  
## DFA -46.7154 2.6448 -17.6633  
## PPE 19.0560 3.4049 5.5966  
##   
## Residual standard error: 10.62 on 4685 degrees of freedom

# Predict on train and test data  
train\_pred <- predict(hub, newdata = data.train)  
test\_pred <- predict(hub, newdata = data.test)  
  
# Calculate R-squared  
train\_r2 <- 1 - sum((data.train$total\_UPDRS - train\_pred)^2) / sum((data.train$total\_UPDRS - mean(data.train$total\_UPDRS))^2)  
test\_r2 <- 1 - sum((data.test$total\_UPDRS - test\_pred)^2) / sum((data.test$total\_UPDRS - mean(data.train$total\_UPDRS))^2)  
  
# Calculate adjusted R-squared  
n <- nrow(data.train)  
p <- length(coef(hub))  
train\_r2\_adj <- 1 - (1 - train\_r2) \* ((n - 1) / (n - p - 1))  
test\_r2\_adj <- 1 - (1 - test\_r2) \* ((n - 1) / (n - p - 1))  
  
# Calculate RMSE  
train\_rmse <- sqrt(mean((data.train$total\_UPDRS - train\_pred)^2))  
test\_rmse <- sqrt(mean((data.test$total\_UPDRS - test\_pred)^2))  
  
# Create results table  
# Extract the variable names from the linear regression model  
variables <- names(coef(hub))[-1]  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de variables", "R-squared", "Adjusted R-squared", "RMSE\_train", "RMSE\_test"),  
 Value = c(length(variables), train\_r2, train\_r2\_adj, train\_rmse, test\_rmse)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de variables 16.00000000  
## 2 R-squared 0.09922548  
## 3 Adjusted R-squared 0.09595623  
## 4 RMSE\_train 10.11049817  
## 5 RMSE\_test 10.46585726

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Jitter\_RAP, Jitter\_PPQ5, Jitter\_DDP, Shimmer, Shimmer\_dB, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, Shimmer\_DDA, NHR, HNR, RPDE, DFA, PPE

# ANEXO

### Código