PAC 2 Regresión Lineal

Maria Lucas

2023-06-22

Table of Contents

# Ejercicio 1

# Set viasulization number  
options(scipen = 999)  
  
# Set the file path  
file\_path <- "D:/Antiguos estudios/MASTER2/Sem2/Regresion/PAC2/P2/pancreas\_biomarkers.txt"  
  
# Load the data into a data frame  
data <- read.table(file\_path, header = TRUE, sep = "\t")  
  
# Display the first few rows of the data frame  
head(data)

## sample\_id sample\_origin age age\_cat sex diagnosis stage  
## 1 S1 BPTB 33 26-35 F 1   
## 2 S10 BPTB 81 75+ F 1   
## 3 S100 BPTB 51 46-55 M 1   
## 4 S101 BPTB 61 56-65 M 1   
## 5 S102 BPTB 62 56-65 M 1   
## 6 S103 BPTB 53 46-55 M 1   
## benign\_sample\_diagnosis creatinine LYVE1 REG1B TFF1  
## 1 1.83222 0.89321920 52.94884 654.2822  
## 2 0.97266 2.03758500 94.46703 209.4882  
## 3 0.78039 0.14558890 102.36600 461.1410  
## 4 0.70122 0.00280488 60.57900 142.9500  
## 5 0.21489 0.00085956 65.54000 41.0880  
## 6 0.84825 0.00339300 62.12600 59.7930

# Saving variables as factors  
data$diagnosis <- factor(data$diagnosis, levels = 1:3)  
data$age\_cat <- factor(data$age\_cat)

### (a) Modelo de regresión logística

#### Diagnóstico de todos los casos

model <- glm(diagnosis ~ age\_cat + creatinine + LYVE1 + REG1B + TFF1, data = data, family = binomial)

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

summary(model)

##   
## Call:  
## glm(formula = diagnosis ~ age\_cat + creatinine + LYVE1 + REG1B +   
## TFF1, family = binomial, data = data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.27174931 0.47650815 0.570 0.568479   
## age\_cat36-45 0.27524151 0.52389015 0.525 0.599319   
## age\_cat46-55 -0.17244569 0.49309008 -0.350 0.726545   
## age\_cat56-65 -0.57047219 0.49120108 -1.161 0.245487   
## age\_cat66-75 0.34683938 0.51381181 0.675 0.499655   
## age\_cat75+ 0.00001974 0.59791940 0.000 0.999974   
## creatinine -0.84736599 0.21311812 -3.976 0.000070073 \*\*\*  
## LYVE1 0.21942153 0.06138360 3.575 0.000351 \*\*\*  
## REG1B 0.00069921 0.00143069 0.489 0.625041   
## TFF1 0.00251348 0.00050567 4.971 0.000000668 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 730.70 on 589 degrees of freedom  
## Residual deviance: 567.16 on 580 degrees of freedom  
## AIC: 587.16  
##   
## Number of Fisher Scoring iterations: 7

Tal y como podemos ver en los resultados, tan solo la creatinina, la LYVE1 y el TFF1 son variables que permiten predecir el riesgo de adenocarcinoma ductal pancreático. Se puede observar porque en todas ellas el pvalor es menos a 0.01. En el contexto de regresión logística un pvalor de 0.01 permite rechazar la hipótesis nula de no relación entre la variable predictora y la variable respuesta. En otras palabras, la variable tiene un impacto significativo sobre la clase.

#### Sólo adenocarcinoma y otro

# Subset the data to include only levels 2 and 3 of the "diagnosis" variable  
subset\_data <- subset(data, diagnosis != 1)  
  
# Recode values 2 and 3 to 0 and 1, respectively  
subset\_data$diagnosis <- ifelse(subset\_data$diagnosis == 2, 0, 1)  
  
# Fit the logistic regression model using the subsetted data  
model <- glm(diagnosis ~ age\_cat + creatinine + LYVE1 + REG1B + TFF1, data = subset\_data, family = binomial)  
  
# View the model summary  
summary(model)

##   
## Call:  
## glm(formula = diagnosis ~ age\_cat + creatinine + LYVE1 + REG1B +   
## TFF1, family = binomial, data = subset\_data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.66048523 1.18806983 -3.081 0.00206 \*\*   
## age\_cat36-45 1.15688820 1.22969696 0.941 0.34681   
## age\_cat46-55 1.66227729 1.18000260 1.409 0.15892   
## age\_cat56-65 3.03244805 1.16788522 2.597 0.00942 \*\*   
## age\_cat66-75 2.70033855 1.16861309 2.311 0.02085 \*   
## age\_cat75+ 3.44294729 1.21523972 2.833 0.00461 \*\*   
## creatinine -0.30213039 0.22625232 -1.335 0.18176   
## LYVE1 0.31400141 0.05280717 5.946 0.00000000274 \*\*\*  
## REG1B 0.00280367 0.00109942 2.550 0.01077 \*   
## TFF1 -0.00005978 0.00021201 -0.282 0.77798   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 564.02 on 406 degrees of freedom  
## Residual deviance: 382.52 on 397 degrees of freedom  
## AIC: 402.52  
##   
## Number of Fisher Scoring iterations: 5

Tal y como podemos ver en los resultados, la edad a partir de 56 años es un indicador significativo. La LYVE1 y el REG1B también son variables que permiten predecir el riesgo de adenocarcinoma ductal pancreático. Se puede observar porque en todas ellas el pvalor es menos a 0.05. En el contexto de regresión logística un pvalor de 0.01 permite rechazar la hipótesis nula de no relación entre la variable predictora y la variable respuesta. En otras palabras, la variable tiene un impacto significativo sobre la clase.

Que el intercepto también sea significativo sugiere que parte de la variable respuesta no es explicada por las variables independientes estudiadas. En regresión logística el intercepto captura la probabilidad de ocurrencia de un suceso cuando todas las variables predictoras están en su nivel de referencia. En otras palabras, un intercepto significativo implica que aunque no tengamos ningun predictor, hay diferencias significativas entre las clases.

### (b) Interpretación de coeficientes

Los coeficientes en un modelo de regresión logística indican el cambio estimado en el log-odds del evento ocurriendo (codeado como 1 = adenocarcinoma ductal pancreático) asociado a una unidad de cambio en la variable predictora, sin variar el resto de variables.

Un estimador positivo sugiere que el incremento de la variable está asociado a un incremento de la probabilidad (log-odds) del evento ocurriendo. Si el estimador es 0.5 significa que al aumentar en 1 el valor del predictor, esto se asopcia a un 0.5 aumento del log-odds del evento ocurriendo. Este es el caso del LYVE1, al aumentar LYVE1 es más probable tener adenocarcinoma (0.3140). Lo mismo sucede con la edad, parece ser que tener más de 56 años aumenta el log-odds de tener adenocacinoma. Lo hace de forma distinta dependiendo del rango de edad, de 56-65 (3.032), de 66-75 (2.7) y a partir de 75 años (3.443).

Contrariamente, un estimador negativo significa que un aumento de la variable disminuye el log-odds del evento ocurriendo (tener adenocarcinoma).

### (c) Modelo reducido

Para comparar ambos modelos podemos realizar un anova aplicando el test Chi cuadrado. Con esto estamos comparando el ajuste del modelo bajo las siguientes hipótesis:

* **H0:** Desviación del modelo reducido = Desviación del modelo completo. No hay diferencia de ajuste entre los modelos.
* **H1:** Desviación del modelo reducido > Desviación del modelo completo. El modelo reducido se ajusta peor que el modelo completo.

La desviación del modelo se refiere a la diferencia entre los valores reales de los datos y los valores predichos por el modelo.

# Fit the logistic regression model using the subsetted data  
model\_simple <- glm(diagnosis ~ age\_cat + LYVE1 + REG1B, data = subset\_data, family = binomial)  
  
summary(model\_simple)

##   
## Call:  
## glm(formula = diagnosis ~ age\_cat + LYVE1 + REG1B, family = binomial,   
## data = subset\_data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -4.0311243 1.1897669 -3.388 0.000704 \*\*\*  
## age\_cat36-45 1.2607495 1.2590860 1.001 0.316672   
## age\_cat46-55 1.8352456 1.2038156 1.525 0.127378   
## age\_cat56-65 3.2169977 1.1924837 2.698 0.006981 \*\*   
## age\_cat66-75 2.8828093 1.1890190 2.425 0.015328 \*   
## age\_cat75+ 3.6627647 1.2328682 2.971 0.002969 \*\*   
## LYVE1 0.2924045 0.0495417 5.902 0.00000000359 \*\*\*  
## REG1B 0.0025692 0.0009132 2.813 0.004901 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 564.02 on 406 degrees of freedom  
## Residual deviance: 384.83 on 399 degrees of freedom  
## AIC: 400.83  
##   
## Number of Fisher Scoring iterations: 5

# Compare the two models  
anova(model, model\_simple, test = "Chi")

## Analysis of Deviance Table  
##   
## Model 1: diagnosis ~ age\_cat + creatinine + LYVE1 + REG1B + TFF1  
## Model 2: diagnosis ~ age\_cat + LYVE1 + REG1B  
## Resid. Df Resid. Dev Df Deviance Pr(>Chi)  
## 1 397 382.52   
## 2 399 384.83 -2 -2.312 0.3147

# Install and load the "lmtest" package  
# install.packages("lmtest")  
library(lmtest)

## Warning: package 'lmtest' was built under R version 4.3.1

## Loading required package: zoo

## Warning: package 'zoo' was built under R version 4.3.1

##   
## Attaching package: 'zoo'

## The following objects are masked from 'package:base':  
##   
## as.Date, as.Date.numeric

# Perform the likelihood ratio test  
lrtest(model, model\_simple)

## Likelihood ratio test  
##   
## Model 1: diagnosis ~ age\_cat + creatinine + LYVE1 + REG1B + TFF1  
## Model 2: diagnosis ~ age\_cat + LYVE1 + REG1B  
## #Df LogLik Df Chisq Pr(>Chisq)  
## 1 10 -191.26   
## 2 8 -192.41 -2 2.312 0.3147

Dado que el pvalor no es significativo (0.31) aceptamos la hipótesis nula, el modelo reducido (sin creatinina y sin TFF1) es igual de bueno que el complejo. Adicionalmente, vemos que el AIC del modelo reducido es 2 unidades menor que el del modelo complejo, esto sugiere que el modelo reducido tiene un ajuste mejor teniendo en cuenta la complejidad de ambos modelos.

### (d) Funcion cuadrática

# Cuadratic LYVE1  
model\_simple\_LYVE1 = glm(diagnosis ~ age\_cat + LYVE1 + I(LYVE1^2) + REG1B, data = subset\_data, family = binomial)  
  
summary(model\_simple\_LYVE1)

##   
## Call:  
## glm(formula = diagnosis ~ age\_cat + LYVE1 + I(LYVE1^2) + REG1B,   
## family = binomial, data = subset\_data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -4.2017396 1.2069541 -3.481 0.000499 \*\*\*  
## age\_cat36-45 1.3193891 1.2661132 1.042 0.297375   
## age\_cat46-55 1.8948671 1.2104349 1.565 0.117479   
## age\_cat56-65 3.2671843 1.1997369 2.723 0.006464 \*\*   
## age\_cat66-75 2.9251655 1.1953280 2.447 0.014398 \*   
## age\_cat75+ 3.7143104 1.2402500 2.995 0.002746 \*\*   
## LYVE1 0.3878762 0.1016950 3.814 0.000137 \*\*\*  
## I(LYVE1^2) -0.0104317 0.0090294 -1.155 0.247965   
## REG1B 0.0025524 0.0009032 2.826 0.004715 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 564.02 on 406 degrees of freedom  
## Residual deviance: 383.93 on 398 degrees of freedom  
## AIC: 401.93  
##   
## Number of Fisher Scoring iterations: 5

# Compare the two models  
anova(model\_simple, model\_simple\_LYVE1, test = "Chi")

## Analysis of Deviance Table  
##   
## Model 1: diagnosis ~ age\_cat + LYVE1 + REG1B  
## Model 2: diagnosis ~ age\_cat + LYVE1 + I(LYVE1^2) + REG1B  
## Resid. Df Resid. Dev Df Deviance Pr(>Chi)  
## 1 399 384.83   
## 2 398 383.93 1 0.89906 0.343

# Cuadratic REG1B  
model\_simple\_REG1B = glm(diagnosis ~ age\_cat + LYVE1 + REG1B + I(REG1B^2), data = subset\_data, family = binomial)  
  
summary(model\_simple\_REG1B)

##   
## Call:  
## glm(formula = diagnosis ~ age\_cat + LYVE1 + REG1B + I(REG1B^2),   
## family = binomial, data = subset\_data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.956734568 1.152437904 -3.433 0.000596 \*\*\*  
## age\_cat36-45 1.139264885 1.231123197 0.925 0.354765   
## age\_cat46-55 1.740771095 1.169448508 1.489 0.136608   
## age\_cat56-65 3.084592019 1.165415260 2.647 0.008126 \*\*   
## age\_cat66-75 2.757009540 1.160754339 2.375 0.017540 \*   
## age\_cat75+ 3.536822433 1.205876020 2.933 0.003357 \*\*   
## LYVE1 0.285412846 0.050292662 5.675 0.0000000139 \*\*\*  
## REG1B 0.003777035 0.001875858 2.013 0.044062 \*   
## I(REG1B^2) -0.000001654 0.000002161 -0.765 0.444018   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 564.02 on 406 degrees of freedom  
## Residual deviance: 384.31 on 398 degrees of freedom  
## AIC: 402.31  
##   
## Number of Fisher Scoring iterations: 5

# Compare the two models  
anova(model\_simple, model\_simple\_REG1B, test = "Chi")

## Analysis of Deviance Table  
##   
## Model 1: diagnosis ~ age\_cat + LYVE1 + REG1B  
## Model 2: diagnosis ~ age\_cat + LYVE1 + REG1B + I(REG1B^2)  
## Resid. Df Resid. Dev Df Deviance Pr(>Chi)  
## 1 399 384.83   
## 2 398 384.31 1 0.52118 0.4703

En ninguno de los dos casos añadir el término cuadrático ha mejorado el ajuste del modelo. Siguiendo la explicación del apartado anterior: pv = 0.3 y 0.4, aceptamos H0 los dos modelos tienen el mismo ajuste.

Adicionalmente, si examinamos el AIC veremos que en los modelos con el término cuadrático este es superior. Un valor mayor AIC sugiere que el modelo no se ajusta mejor para la complejidad que presenta.

En conclusión, no deberíamos incluir ninguno de los dos términos cuadráticos. Es importante comentar que, aunque estos tests aparezcan no-significativos, hay que valorarlos siempre junto con el contexto del análisis. En este caso, se ha realizado adicionalmente una inspección visual de la variable vs el log odds de la variable respuesta (disponible en el ANEXO). Estos gráficos nos confirman que efectivamente, existe una relación lineal, dado que se observa un patrón lineal sin observar otros patrones como curvas, forma de U, etc.

# Obtain predicted log odds from the model  
predicted\_logodds <- predict(model\_simple, type = "link")  
  
plot(subset\_data$LYVE1, predicted\_logodds, xlab = "age\_cat", ylab = "Log Odds", main = "Scatter plot - LYVE1 vs. Log Odds")
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plot(subset\_data$REG1B, predicted\_logodds, xlab = "age\_cat", ylab = "Log Odds", main = "Scatter plot - REG1B vs. Log Odds")

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAw1BMVEUAAAAAADoAAGYAOjoAOmYAOpAAZpAAZrY6AAA6ADo6AGY6OgA6Ojo6OmY6OpA6ZpA6ZrY6kLY6kNtmAABmADpmOgBmOjpmZgBmkLZmkNtmtttmtv+QOgCQZgCQZjqQkDqQkGaQkLaQtpCQttuQtv+Q2/+2ZgC2Zjq2ZpC2kDq2kGa2tma225C227a229u22/+2/7a2/9u2///bkDrbkGbbtmbbtpDb27bb29vb2//b////tmb/25D/27b//7b//9v///9PkQpEAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAauElEQVR4nO2dDWPcNnKGX9lOpWvOTc5qrhdbl6bNadPrR9xmL0nrlbX4/7+qJPE1IAkSIAcEVztPInpFvpgZcjgASO1yoYQXDWoHIJQFtQMQyoLaAQhlQe0AhLKgdgBCWVA7AKEsqB2AUBbUDkAoC2oHIJQFtQMQyoLaAQhlQe0AhLKgdgBCWVA7AKEsqB2AUBbUDkAoC2oHIJQFtQMQyoLaAQhlQe0AhLKgdgBCWVA7AKEsqB2AUBbUDkAoC2oHIJQFtQMQyoLaAQhlQe0AhLKgdgBCWVA7AKEsqB2AUBbUDkAoCzbyc/73L4Gbrz5OSf7tZ7dMMPiALz6NGRjIOm7etq6PsOi2v/6xefn66/+z6oNeb2XT8QYccfOYKD3/8vvG9tsfaPQHvPp57PV6wGdqCnecP0Qln79p90sv0yz2Ejza1DpGl4AwwW6bier8I8IEI/1Qpyf4+Rtj+w2xffEJPs4fMb1fyXs3TPBoU59g3PYSTDZ1DX/9BoME413yDiYmmHgl8V98gg+4ed/UWLNzXbH80vTXr9+3r7qj+vaxVbQH+p/M4W6L6eZrfbBv/vUbvPpozLz6r6ZXffPRJ7jtZV//6ZM10D80VvZ01/57pIJT4+J9s+2Xuy6PTVZv7myCtaxpdGvj79acuvj/NjLahAl2Qelu4c2jT9rReP1Ve2223+HND3o7fT3mZAlYbSEJs4PNEXunTC66/Tu57jNI8PO968SO9GQ/+O7WZO7oimE6wXp4pQlutpicPP3+fWfpzU8PYYJ/vbMVrDNrjYz0RUGCfVCmYG++tHLi9S7oRtqzmrwedbIErDWQRnve/ukn80tztP7w6fN9E32zS3/3yaSddtGHtmT16qblFx/V/+qWTRKbDb+03a3OnC1Mb6BHv4ItH1RzEt1S5d++/nR+6HfRthdttjTipsm7rt2nNoag96YJpkE1+3r76XxwqSJeu3j19h/Rez3uZAlYayANc3K+6aaOOhPHr3TCf2vn17dBgrsDaQrpaHr1joMtpO7c6Mq2O3DdP3Nj8DsVJPjpbnD0Bgm+eW83mViaLDbt3vyk+tAED4N6vrexEa9H3XH57eT1uJMlgMVKAu2wq3tdOj06f6ePZJjgZvdcVxz0febQtes6Kz4j7li1dD289uETfPtpNMEnUqnDCnbZaNQf9GZt0YywDhImDcq+PkQSrHsGd8rS1yNOloDVFpI5//b9nelcbS/V7sebf/ntvpfgk6ug8QS3I2J36GyH1w2Rkwl+80P7Gx2DTdvxBGvZZ1d4XdAmOZ/1dc7NX+jOkTBpUPa1iy3oom8e6fZAO+pkCVhrIAl33vrOlax/7ie4LRfbdH0FN7K/Isyc2dJankowdd6s+2f72+fvvyTjc185WcG9SRbd3tOOOFkCVrZPozniN9/qawM31pze/mAmp4NJFp3/9BK8YAw2k+1bFSbYXSadf/smVsEP3nk3bPjDff5z6C11DLaXSWdzcRYZg8edLAEr2yfiR7Xb7sh2M1Z86M7i9ur41h4ivewum5sOspuMhgmOz6JH7zX4smhPjeAWFZl/4etATMZgn9ID9NnVXQO0Xaivv6DJu8lZdP/2Ct1OXhMnK488VrZPhF7iucvZW79ap13vmb8O9hk3HLyVwXWwMTB0bC+T/NWlEfpble9DsZcR3ydr/Ue3KZLgqetgeqvyY2+X6GvvZCVYayCRczeLttPC7k7Wt0rPot/8cLQ3r9581Ev1+bumB/tK/30gHIP/5zu9IbiT9W3n4kd70Khff6OjOYv6N5l/++MdnasOEvyWmPPjRrcrb0kMqpdgElQX1T98pMPHufsTR3dzpf3tr3d4/d7cySKvnZOVYLWFLeG9Tbshh/V97UJQx+1CLi/Bh2589ze1NweV/C7j8hJsL+nXD6YLQSW/y7i8BKvP7TDP8WehhaCWY2EbUDsAoSyoHYBQFtQOQCgLagcglAW1AxDKgtoBCGVB7QCEsqB2AEJZUDsAoSyoHYBQFtQOQCgLagcglAW1AxDKgtoBCGVB7QCEsqB2AEJZUDsAoSyoHYBQFtQOQCgLagcglAW1AxDKgtoBCGVB7QCEsqB2AEJZUDsAoSyoHYBQFjCbEzaiVoJ5zQkxwC6sYk6IAXZhFXNCDLALq5gTYoBduNRcxnxASAfswoXmwO9DUPtJMEo4ESTBLx6wC5eZQwknwn4SLGNwIcAuXGpOZtFFALuwijkhBtiFVcwJMcAurGJOiAF2YRVzQgywC6uYe+GsmIAmN8zzcDDfeRN9dmqeuSsHavkBS26X5aDL7+8e26efR75FNMvclQOyXNiYU6jatLZfE9I92foYeYB5jrlrB2S5sDGnUOm6PT90X4B0Cp/bnP9WIWGHCe6q9ygVzAXU3sbg5/v2C6nabwOKzbKyzF09+5tF268giH7DRKY5YSlgF1YxJ8QAu7CKOSEG2IVVzAkxwC6sYk7whDMyRFTDZsxR8JoTHFDB0cW4arwdcxhCAUCW4aukhsxxXDdF7ueBLMNXSQ2Z47hqoEocBpBl+CqpIXMcV0WvYEGWrG6UjMFVgAr3GmTJ60hm0TUAWY6viLRbOVAnt17nprS5/QOy9Gsw0I00mxXN++UUVjG3f0CWdtV8cY60WuSXU1jF3AUAtWCvQZbL3fIKq5i7BJaMpiDLhV7ZhVXM7Zo18yQoGYP3DtSa3ZVZ9N4BWVZzzymsYm7HgCyruecUVjG3EXXmSatIdpwsrGJu1t36P9yYN3Pn21nWiotkz8lCfnPrs4NMj+MmdBj5dqq+zT/ZdbKQ3RxWe0eyy2gudBDrQ9kcsAu5zWG9+2QTiMr0lvj2zUntFtJUOUJuc1jv3piYPSQTrqAt7Ce/KjGUJFGWkNscGNxDJR2SKVdd8918aA5kmaLkFLKbA4N3m5mhHZqzmGYgrA7IMkXJKeQ3x3Jo0XMLPydGIGLwVR6QZYqSU1jFXKpD0F9hLn5oDe+pTKeA2sMY/HQXeYBDjTqB6uVXT4uD1RdE1Vn0873/JH/4Cf9F5pgYG21NP10hmq0Au7DlhO75Dbuq4BH3oNe3LxSwCzue79tHNwwTvJtndMD+YEcXtyUAu9BwuHnccQWHF07YzNv2JPtNFlqOeLfnBDu2OPZQ1fY42W2y0PF09/oSErwBIMs6vjmFnvMDJMEtIMs6vjmFVcxFnFSfy2lAlnV8cwqrmIv62MLPPFAvcQze0lzcRbusX8kvcRa9qbmhfXIZhA387RawC7cyN1kUUL6C4dZcI2AXbmQOU0ZAJSCrrg+wC/nNjdUqJq3AtsOs9KUDdiG7OYzJMWkl3Dpq4FoAu5DbHEb142uDzX5j0hx2WpQxDa4/Z6eAXchtDuN6TBvJPsrT9lpziQanDW0O8oXtNzIcgcij3Ln9RmuVt1BiXvzWyQz7YKYNbQ/yhYcvPj3d3Zov3Sjtd+QTQexdoC/PiGHtcMItfNtJQxVAtrD9xo0TPvS/bqOM31bWe3sA0lun+qB3RUYV8MtxC+PLPYBsYZvg9nuRjhskGENtuCpSzTlFDnMWTQSFuRGaxjQt3RzkCw+37Rtynu836KIx1AarMG4psjriA3o5dVJg/r7Z7ElXCeQLn+9x83h+WJVfngSPbKar04707ACrN0e2+ylCiq8KgF3Iag5DKVmFcVNmdep7+7TBxIB6TVsHUBMnQHXALuQ1N3LkZi9JzGqo2cL0BlPj6TXsnC1quxXIEya8pZ3Z77QVW6QjE22k+1lYf1hT/FuBfKF+V3v0O82Y/U5bIZfJCNdvcL3yQhNsp1exbyVk9jtvJJLLrv8sOjRC/1/SxXqQLbRfCbzJjY4UI7Fi1eXN4ijuf7+zKwOyheZ7Y9s7lnx+s+5MDCZZIL8NhJi7yF3B7tO7cAxuS/jIOQYjIxKqRe9nzAfcfyO29p+gtWCBsJtKr/tjUvzmRagauUgKtO4m8lim7KboXAjjXl8UYBcuMIdwlcsWRvz2tGTD+Mlgi3ckwVFTLwmwCxeYg1n2rnnQV05d/WBsrbnTpLcNt0ZMxbjIDh15wkI3OqBoHmwe0VOa7XpyjKGF2N7ExuCpNpGQE8Q7Ow2QL0y50XFsdrO7mor9UbHn1984NlUMoyGHC0QJRUzM3taIzaIDK3NMelhocwOQLUy50dFOsfXfExMTTMZK+O0I/mJAN2ilX0Nb9exOFVTW1VnMwwLVhiBbmHCjQ18qnx+aUyA1wdD/u+rU2213TJpAmc1+9mTXBEZthzDiaxk0iLWqDUG2MOFGhz0HGkkvwX4EHzFvR1/X5ep/9YgLWqpmg/nft+rbix/vBSMlxi0NRRee4IQbHfYcUIfbjAq2gyncZp9gMx/2aYbT0YrvmY8PzRhdO0PSSbHIckGwQDh/o8OmtVGmj8GuOm2J23/sxMsq3TbzSmUnOLKahXWzaPY5eLK5PL9H8/CG80Pyg9D8NNp3xjSHfi5sf7MV7WfRPfPWUsT7cH11oLjDSrbG67ZnzpaoXuqcmcr0I7YrY6OF79HHu3zTKjLi7zHBIEtWkznC8wPmeuhcv1AkayrodeEFbgUdqhEtUnuCjG4fb1MdkCWryQzhUT+l0PzD4hduSfpg2h37ROmcwvbnoNKIF2892MI91rEAsmQ1mS50N7AmHnKW6xf9NYAtZvhVJiOA7XWdaNpJcKIQc9khc7aP2lWVx2Dydmi+P/h3r32XaqdTCFa5H5t9N0zPOBkkeL5dUvRr2k9Y5j5zks1pob2FoVjfsgOXU6VcYYJm1irgumU7+k7tgt+OYOVoUWcHv7z9liBPWCbBLqG+LG1yYbbbsddsQpDg6GmP4WazahBCfvDL228J8oRFumjlalSZEiWDbLfVVDcZeGmCMbRnWo2kHkoSPCUsMclSyiXWFVy/O6YlTDKvbH873BGMrSTj8si2rOjXtN8Q5AoLXCYpc8RdZm2R+nT6hJN+XCmrGxqMVxkZ31eEv7L9diBbWOBGhyJ5hZtvmYNo/zG987At1NgBx6ib6Ih9ORnLBOzCReboDAvBr7ZGaeHCtrG2XJ/ddzCIemL1YOWLAOzCJeYQdL5hpoNeGr6E4a2QtaGHYdAY8X5Zs6ZMwC5cYA69SZVJs31lp11uyB3U8miEtv5H/A6ko2tfBGAXLjBHemcoPxCb8dK+VPZ/Uq+u1McjxHD1yCpJcJZwgTlarCanfqrlsu5HZ9vGpQvjAWIs8vE51riBFwDYhfnmTEkGiQV96fLuhmdFc4JI1nIKc9zACwDZQvLe9xW3OqhfEBTNo8+vy7cpaNvKdtLOUJApDFxdH8gXmje+40P7TEMOvy55IEnz0ynXT/u0u3466FtBfsI1VwyyheSN7ys+5B/4ddWrXMUqn+OgD1dkvFY2g/3XoJaXRvhCQLaQvPF9xR+UQr9hbbquWufVpc2vN4l23bQz2U+wgGyhfdPzcfCu9hV+QVNMx1w3TwYtY1LZUJLgKZAvdGPwmqfd9fz2hmHTE7se1mXeTqrgcwlnC+RHMGCBsJtHN8V7WPEn/9AvnTq5yRVchbrx10n97JmOsraN4AG7cIk5n08yo6Kdsh+V/algE8wb2EsD7MIl5oK+mf6rE2gmW3DtfKlLfzwDFgif7poDvO4hO9EEB/m1fbQffW3HbGzE+mPppx3IF+pJ1nHNfayJBKugeulwS39cs6jx8S3XB7KF5DKJyy/pmu01LqngYAKWEnOa6kpAtjDpUYb6fT0TD2qhfoc9sx1lyfSqd8E71QsTlYBsYUoFu7fknWLvzUP4OuyfyXWTSzV8K5CfuO3Y1isD+cL5Mdh9wj9+GhC/pHaDOlZ2qSfM0M1m+2oyYo97vq4JGBYIZ2fR8c8/kCwO1rnu2CTUdMxh/+x67FjwUC7H0f2IbmSn/tmU7D9ZqLIrOLxM6n6310D9/tldMMViim5I3M4LNvQ1EQKvsMX13yljMEJsN+xzTYde6BbRQweyjPuNb2dlU2eTMSwRTs6i7ds+ohMx0JfD7AZLkmWX4Fjnh/Fgk7ezsqmzyRiWCPk+XYg+SvkR2A+9RmuzPGF4zXZOQJa1SPY+ELIleJBf6LUqGIGpetryyu2cQNXO7z4TbIZgP6Hew3R0EfXDTvY/EBZNsLL9NMwsux9B/SN3IWCxsOAYDJtZOwaj3waqet93ISBPWOKB4KPla6+E/Cyatun/LkQBuzDb3EiC9aWu7aCV6Y7Ra80c0ssE7MJsc5Hu2XTDJM391swhvUzALsw2Nz4C68Q6XW9SBSX5TQPswmxzvdK1vbS/UhptL7PoNMAuzDY3mGAp20NDynQ1YBdmmxvpmO34K/ldDdiF+eZoD03nT9INMwB2Yb65wRS6f3dSMr0csAvzzfVza29T0nJmdn89gF2Yba5//UsFCF4J+YBdmG2u3z9TAVQvwf3rYem8ZwC7MNtcTgX738d+FYaAXZhvLpZhW55QwyyP/SqMAHbhAnM0vaBrbQptR4ywLZS7cBYigF24yJy/zYFQEeYP4RpIHz0L2IVLzAU3ssjNLBV02sre3YL/lRS91PIYYBcuMGeLNxiI9Q96Wnux7H6DXC1PAnZhvrkwv27shS7gfgnTNeS3cINgAbsw35wff0lP7fvqWILJiaAkwTHALuw4wjzJMuX7g3vjrx1l6U/YEP5FbIItGMAubGm/Pfr5vn2KVkKCwwHYjcNuztzzTOdgoRnJ7whgFyr76cLzwxef1ic45hqDqGQWPQbYhcp/PvgQf9ohMRcMwCpMMFQscciO6joBu1CRzwcfbpPHYDsA+xKGsjmOZjgnqCsF7MIWm9bn+9jb46k5m15fvaSI4ZYDE9IlJwB2YYf9BPj5IeERDr0eWvmJlFknpbocsAuzzfUGYFq+7jWz9ysC7EIPeVTHlDk6tyJV7Mff8R5aSALsQk9GgntYCYJ7GcICwC705CRYub7Y1SvsbY64a8n9LGAXepZUsLv6VbZ4J3KIZXFdFWAXehITHGRYmWkz3TBtY0Fg1wTYhfnmgkk0yH0NTHue2Sy0gF2Yb04SXBCwC/PN0f456KLnBtmZzYLaRYKjkyw1O02WWfQsYBdmm+tdAsttDVbALsw2F9avFCUvYBdmm0OvhAVOwC7MNhfmltnP1QN2Yba5sHaZ/Vw9YBfmm/PTK8kvO2AXLjAnE6xygF24xBxKuBBawC5cZA78HoQOsAuXmZPeuRBgFy4zJwkuBNiFi8yB34PQAXbhEnMo4UJoAbtwiTmUcCG0gF24xBxKuBBawC5cZA4pHmQitgCwC5eZS0ge+KO4AsAuLGUOC9tdOWAXljKHhe2uHLALCU930W8JzzeHxWFcNWAXqqSvz8oxR5osaHblgF3YYr4XmrWCZRa9CLALO57v26+GTk2wvBmrHGAXGg43j6kJdm96F/gBu9ByxLu0BPvPNOS6EOYBu9DxdPd6kOCxd8fq1EqCywB2oef8gKQKlgQXBOxCT/IHwGWWVQ6wCz2ZHwDPdyDMA3ahJzXBcoFbELALPckJFsoBdqFHErwDwC6sYk6IAXZhFXNCDLALE80JG1EpwauMZ8p3Zn5v4axrVsR4pnxn5vcWzrpmRYxnyndmfm/hrGtWxHimfGfm9xbOumZFjGfKd2Z+b+Gsa1bEeKZ8Z+b3Fs66ZkWMZ8p3Zn5v4axrVsR4pnxn5vcWzrpmRYxnyndmfm/hrGsmXAqoHYBQFtQOQCgLagcglAW1AxDKgtoBCGVB7QCEsqB2AEJZUDsAoSyoHYBQFtQOQCgLagcglAW1AxDKgmKWT8DN45zo/ADoB384+Wy7Q/sYiUT90x1wm2H+2ITzIVn/9Pc/j2uT9n0WY17l7XIPrA4jwqkJ4TQXxvmhURzbFDj5bLsT2r1N058a6fN9uvlju7XNcJL++b571tBQm7TvsxjzmbvcByujiKE/wHS4nVbph0EcX/3s5LPtnu/bvU3T643p5s8Ptz3ZlP6kHyY11Kbt+xwn96yqnF0egHVRRHGpS9A2Z6OTz7Y7fvHnZm/T9E+/e+xFM23eJThFf8K7U7t+qM3Z9yjWfOYuD8CaICbQx/aUFMWhCdrK59o129sBKU1/evXf990Qn2redtGJep3ggTZn36cwFrJ2eQBWBhENrhsjkkaK9vFqTj7Tru2e2r1N0x/bTq4ty1TzdvqSqO8O8lCbse+T6Bzm7fIArAwiGlxyFCc7x0qJ/tjsaUaCb8y5nmq+6UuarjD5fNskwXm7PAArg4iR3I/oxyMm9j/d1vT+So9TzZiVat4Nc/vpojN3eQBWBhEjdSZwpI+/nJ1BHM1nJz+k6fVBaA5IonlXG6n6gpMsaz5zlwdgZRAxEufyR/PIrZxrgEPyNcPzfWv9lHyZpA9duv5U8jKJFmn6Lg/A2ihiJF2Nt+NdTz7f7pB+1X+0BybRvB2DU++jFL3R0Uvwzm50dH3LbBCm/2l1Tj7bTt+3S9Of7J3QRPOHLL3JwFCbsu/z9BK8zDxWhyHsGtQOQCgLagcglAW1AxDKgtoBCGVB7QCEsqB2AEJZUDsAoSyoHYBQFtQOQCgLagcglAW1AxDKgtoBCGVB7QCEsqB2AEJZUDsAoSyoHYBQFtQOQCgLagcglAW1AxDKgtoBCGVB7QCEsqB2AEJZUDsAoSyoHYBQFtQOQCgLagcglAW1A9gzpw+1I1gPagewY/SnTy8c1A5gx0iCL4mDfYZd8+Lme/OBVbwLNO2aW6dtn5LXfWzzokHtADai/UB890yW9jPep/bjte1v/gPoLe2a5/t3TisVfDk8/+OjfkKDfkrD4eaxzWT4KBO9hmglwZfFqe133VMX9DMQdL419HWnlQRfEM3w+uo/mwweXYLt02ucxD340GolwZdDV53tolfBAw3VSoIvB/1MOtgx+NiOwf3s2THYaSXBl4MuyPaqKJhFt7MtL2rXnB9undZm/KJB7QA2onvyUJfO5iL31X/YZ8iFj4sz18FOe5Dr4Atl/XMkLwbUDmBjujH4RfS9iaB2AFtzCq+NuhuS7nF7LxDUDkAoC2oHIJQFtQMQyoLaAQhlQe0AhLKgdgBCWVA7AKEsqB2AUBbUDkAoC2oHIJQFtQMQyoLaAQhlQe0AhLKgdgBCWVA7AKEsqB2AUBbUDkAoC2oHIJQFtQMQyoLaAQhlQe0AhLL8P3/jHUl2SRYWAAAAAElFTkSuQmCC)

### (e) Predicción de caso

# Create a new data frame for the new case  
new\_case = data.frame(age\_cat = "66-75", LYVE1 = 6, REG1B = 140)  
  
# Predict the outcome using the model  
prediction = predict(model\_simple, newdata = new\_case, type = "response")  
  
print(prediction)

## 1   
## 0.7242816

El modelo predice la presencia de adenocarcinoma ductal pancreático con un 72,42% de probabilidad. Recordemos que los valores fueron recodificados a 0 = afecciones pancreáticas no cancerosas y 1 = adenocarcinoma ductal pancreático.

La extrapolación ocurre cuando se hacen predicciones de para datos de la variable predictora fuera del rango de los datos usados para contruir el modelo.

# Check predictor variable ranges  
range\_data <- sapply(subset\_data[, c("LYVE1", "REG1B")], range)  
range\_new\_observation <- c(6, 140) # Replace with the values of the new observation  
  
# Compare new observation values with observed range  
is\_extrapolation <- any(range\_new\_observation < range\_data[1, ] | range\_new\_observation > range\_data[2, ])  
  
# Print results  
cat("Extrapolation:", is\_extrapolation, "\n")

## Extrapolation: FALSE

# Assess distribution of predictor variables  
# LYVE1  
hist(subset\_data$LYVE1, main = "Distribution of LYVE1")  
# Add new observation to LYVE1 plot  
points(6, 0, col = "red", pch = 16)
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# REGB1  
hist(subset\_data$REG1B, main = "Distribution of REG1B")  
# Add new observation to REGB1 plot  
points(140, 0, col = "red", pch = 16)
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# age\_cat  
barplot(table(subset\_data$age\_cat), main = "Distribution of age\_cat", xlab = "age\_cat", ylab = "Frequency")  
# Add new observation to age\_cat plot  
points(5.5, 0, col = "red", pch = 16)
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Como podemos ver, los valores del caso a predecir se encuentra entre el rango utilizado para construir el modelo.

# Ejercicio 2

set.seed(123)  
  
# Data import  
# Note: I changed the variable names to avoid problems with symbols  
  
import.data <-  
"http://archive.ics.uci.edu/ml/machine-learning-databases/parkinsons/telemonitoring/parkinsons\_updrs.data"  
data <- read.table(url(import.data), sep=",", skip=1)  
names(data) <- c("subject#","age","sex","test\_time","motor\_UPDRS","total\_UPDRS",  
"Jitter\_p","Jitter\_Abs","Jitter\_RAP","Jitter\_PPQ5","Jitter\_DDP",  
"Shimmer","Shimmer\_dB","Shimmer\_APQ3","Shimmer\_APQ5","Shimmer\_APQ11", "Shimmer\_DDA","NHR","HNR","RPDE","DFA","PPE")  
  
# Select predictor variables and response  
library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

set.seed(123)  
parkinson <- data %>% dplyr::select(6:22)  
  
# Split the data into train and test  
library(caret)

## Warning: package 'caret' was built under R version 4.3.1

## Loading required package: ggplot2

## Loading required package: lattice

set.seed(123)  
train\_indices <- createDataPartition(parkinson$total\_UPDRS, p = 0.8, list = FALSE)  
train\_data <- parkinson[train\_indices, ]  
test\_data <- parkinson[-train\_indices, ]

### (a) Regresión lineal

Al no utilizar el factor “sujeto” no tenemos en cuenta las posibles variaciones de cada individuo. Las muestras deberían ser apareadas, ya que se ace un seguimiento a lo largo del tiempo. Una estimación. No sé lo que digo ya lo mirare.

# Fit the model  
model\_lineal = lm(total\_UPDRS ~ ., data = train\_data)  
  
# Extract R-squared  
r\_squared = summary(model\_lineal)$r.squared  
  
# Extract adjusted R-squared  
adj\_r\_squared = summary(model\_lineal)$adj.r.squared  
  
# Predict on the training data  
predictions\_train = predict(model\_lineal, train\_data)  
# Predict on the test data  
predictions\_test <- predict(model\_lineal, test\_data)  
  
# Calculate residuals train  
residuals\_train = train\_data$total\_UPDRS - predictions\_train  
# Calculate residuals test  
residuals\_test <- test\_data$total\_UPDRS - predictions\_test  
  
# Calculate RMSE train  
lineal\_rmse\_train = sqrt(mean(residuals\_train^2))  
# Calculate RMSE test  
lineal\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Create results table  
# Extract the variable names from the linear regression model  
variables <- names(coef(model\_lineal))[-1]  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de variables", "R-squared", "Adjusted R-squared", "RMSE\_train", "RMSE\_test"),  
 Value = c(length(variables), r\_squared, adj\_r\_squared, lineal\_rmse\_train, lineal\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de variables 16.0000000  
## 2 R-squared 0.1036576  
## 3 Adjusted R-squared 0.1005964  
## 4 RMSE\_train 10.0855940  
## 5 RMSE\_test 10.4046756

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Jitter\_RAP, Jitter\_PPQ5, Jitter\_DDP, Shimmer, Shimmer\_dB, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, Shimmer\_DDA, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE for exercise 3  
# Number of observations to trim  
n\_trim <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_test <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_test <- sorted\_residuals\_test[(n\_trim + 1):(length(residuals\_test) - n\_trim)]  
# Calculate the trimmed mean of the residuals  
trimmed\_mean\_test <- mean(trimmed\_residuals\_test)  
# Calculate the squared residuals using the trimmed mean  
trimmed\_squared\_residuals\_test <- (trimmed\_residuals\_test - trimmed\_mean\_test)^2  
# Calculate the robust RMSE using the trimmed mean  
robust\_lineal\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_test))

Al no considerar el “sujeto” se viola la suposición de independencia. En este tipo de modelos, se asume que todas las observaciones son independientes. Al no serlo, se construirá un modelo que incluirá métricas erróneas. De manera similar, se pierde precisión al no tener en cuenta la correlación entre los datos. El error estándar de los coeficientes estimados puede subestimarse, dando intervalos de confianza más estrechos.

Adicionalmente, se aumenta el error de Tipo 1 (rechazar incorrectamente H0 haciendo que una variable sea significativa cuando no lo es). Esto sucede porque los datos de un mismo individuo tienden a ser más similares, inflando así la significación de los resultados.

Finalmente, se hace más complicado detectar las variaciones entre en un mismo individuo.

### (b) Regresión lineal con AIC

library(MASS)

##   
## Attaching package: 'MASS'

## The following object is masked from 'package:dplyr':  
##   
## select

set.seed(123)  
  
# Perform stepwise variable selection based on AIC  
model\_stepwise <- stepAIC(model\_lineal, direction = "both", trace = FALSE)  
  
# Extract R-squared  
r\_squared = summary(model\_stepwise)$r.squared  
  
# Extract adjusted R-squared  
adj\_r\_squared = summary(model\_stepwise)$adj.r.squared  
  
# Predict on the training data  
predictions\_train = predict(model\_stepwise, train\_data)  
# Predict on the test data  
predictions\_test <- predict(model\_stepwise, test\_data)  
  
# Calculate residuals  
residuals\_train = train\_data$total\_UPDRS - predictions\_train  
# Calculate residuals  
residuals\_test <- test\_data$total\_UPDRS - predictions\_test  
  
# Calculate RMSE train  
step\_rmse\_train = sqrt(mean(residuals\_train^2))  
# Calculate RMSE test  
step\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Results  
# Extract the variable names from the linear regression model  
variables <- names(coef(model\_stepwise))[-1]  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de variables", "R-squared", "Adjusted R-squared", "RMSE\_train", "RMSE\_test"),  
 Value = c(length(variables), r\_squared, adj\_r\_squared, step\_rmse\_train, step\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de variables 11.0000000  
## 2 R-squared 0.1033935  
## 3 Adjusted R-squared 0.1012906  
## 4 RMSE\_train 10.0870795  
## 5 RMSE\_test 10.4071343

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Shimmer, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE  
# Number of observations to trim  
n\_trim <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_test <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_test <- sorted\_residuals\_test[(n\_trim + 1):(length(residuals\_test) - n\_trim)]  
# Calculate the trimmed mean of the residuals  
trimmed\_mean\_test <- mean(trimmed\_residuals\_test)  
# Calculate the squared residuals using the trimmed mean:  
trimmed\_squared\_residuals\_test <- (trimmed\_residuals\_test - trimmed\_mean\_test)^2  
# Calculate the robust RMSE using the trimmed mean:  
robust\_step\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_test))

Removing a variable solely based on its lack of significance may affect the overall fit of the model and the relationships between other variables. A variable that is not individually significant may contribute to the model’s overall predictive power when combined with other variables or interacted with other predictors. Therefore, it’s crucial to assess the model’s overall performance, such as through measures like R-squared or adjusted R-squared, and consider the context and theoretical significance of the variables

The significance of a variable can be influenced by multicollinearity, which occurs when predictor variables are highly correlated with each other. In the presence of multicollinearity, the individual coefficients and their significance can be unstable or misleading. It’s important to check for multicollinearity among the variables and consider its potential impact on the significance of individual predictors.

In this example, model\_linear is the initial linear regression model you built using all the variables of interest. The stepAIC() function from the MASS package is used to perform the stepwise variable selection based on AIC.

The direction argument specifies the direction of the stepwise procedure. “both” allows variables to be added or removed from the model. Other options include “backward” for variable removal only and “forward” for variable addition only.

### (c) Regresión por componentes principales

Performing regression using principal components involves transforming the predictor variables into a set of principal components and then using these components as predictors in the regression model.

# install.packages('pls')  
library(pls)

## Warning: package 'pls' was built under R version 4.3.1

##   
## Attaching package: 'pls'

## The following object is masked from 'package:caret':  
##   
## R2

## The following object is masked from 'package:stats':  
##   
## loadings

set.seed(123)  
  
PCA\_model <- pcr(total\_UPDRS ~ ., data = train\_data, validation="CV", scale = TRUE)  
  
# Calculate RMSE values  
mpcCV <- RMSEP(PCA\_model, estimate = "CV")  
rmse\_values <- round(mpcCV$val, 1) # Rounded to first decimal to account for complexity  
  
# Plot the graph  
plot(mpcCV$comp, rmse\_values, type = "b", xlab = "Number of Components", ylab = "RMSE")  
  
# Find the optimal number of components  
optimal\_components <- mpcCV$comp[which.min(rmse\_values)]  
points(optimal\_components, min(rmse\_values), col = "red", pch = 16)  
text(optimal\_components, min(rmse\_values), paste("Optimal:", optimal\_components), pos = 3)
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In the code you provided, the line (numpredcp <- which.min(mpcCVval). This line calculates the RMSEP for different numbers of components using cross-validation and then identifies the index of the minimum value using the which.min function.

The code performs principal component analysis (PCA) on the predictor variables using the prcomp() function. The resulting principal components (pcs) are then used to construct regression models with different numbers of components (ranging from 1 to the total number of components).

For each model, the code predicts the outcome variable on the test data, calculates the residuals, and computes the root mean squared error (RMSE). The RMSE values are stored in the rmse\_values vector.

The code then plots the RMSE values against the number of components to visualize the relationship. The number of components that yields the minimum RMSE is identified, and the corresponding results are printed.

Yes, in general, a lower RMSE indicates a better-fitting model. RMSE (Root Mean Squared Error) is a commonly used measure of the average prediction error of a regression model. It represents the square root of the average squared differences between the predicted values and the actual values of the outcome variable.

Since RMSE measures the magnitude of the prediction errors, a smaller RMSE implies that the model’s predictions are, on average, closer to the actual values.

# Predict on the training data using the model  
predictions\_train <- predict(PCA\_model, train\_data, ncomp = optimal\_components-1)  
# Predict on the test data using the model  
predictions\_test <- predict(PCA\_model, test\_data, ncomp = optimal\_components-1)  
   
# Calculate residuals for training and test data  
residuals\_train <- train\_data$total\_UPDRS - predictions\_train  
residuals\_test <- test\_data$total\_UPDRS - predictions\_test  
  
# Calculate R-squared for training data  
r2\_train <- 1 - sum(residuals\_train^2) / sum((train\_data$total\_UPDRS - mean(train\_data$total\_UPDRS))^2)  
  
# Calculate adjusted R-squared for training data  
n\_train <- nrow(train\_data)  
p\_train <- optimal\_components - 1 # Number of predictors (components) used  
r2\_adj\_train <- 1 - (1 - r2\_train) \* ((n\_train - 1) / (n\_train - p\_train - 1))  
   
# Calculate RMSE for training data  
PCA\_rmse\_train <- sqrt(mean(residuals\_train^2))  
# Calculate RMSE for test data  
PCA\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de componentes", "R-squared", "Adjusted R-squared", "RMSE\_train", "RMSE\_test"),  
 Value = c((optimal\_components - 1), r2\_train, r2\_adj\_train, PCA\_rmse\_train, PCA\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de componentes 7.00000000  
## 2 R-squared 0.08079001  
## 3 Adjusted R-squared 0.07941922  
## 4 RMSE\_train 10.21343614  
## 5 RMSE\_test 10.55268400

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Shimmer, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE for ex3  
# Number of observations to trim  
n\_trim\_best <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_best <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_best <- sorted\_residuals\_best[(n\_trim\_best + 1):(length(residuals\_test) - n\_trim\_best)]  
# Calculate the trimmed mean of the residuals for the best model  
trimmed\_mean\_best <- mean(trimmed\_residuals\_best)  
# Calculate the squared residuals using the trimmed mean for the best model  
trimmed\_squared\_residuals\_best <- (trimmed\_residuals\_best - trimmed\_mean\_best)^2  
# Calculate the robust RMSE using the trimmed mean for the best model  
robust\_PCA\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_best))

Nota: el mejor modelo según el RMSEP con CV, que no se que es.

### (d) Ridge regression

Ridge regression is a model tuning method that is used to analyse any data that suffers from multicollinearity. This method performs L2 regularization. When the issue of multicollinearity occurs, least-squares are unbiased, and variances are large, this results in predicted values being far away from the actual values.

Yes, you can adjust the model using Ridge regression. Ridge regression is a regularization technique that introduces a penalty term to the least squares objective function, helping to reduce the impact of multicollinearity and potentially improve the model’s performance.

library(MASS)  
  
set.seed(123)  
  
mr <- lm.ridge(total\_UPDRS ~ ., data = train\_data, lambda=(seq(0, 0.1, 0.001)))  
(nGCV <- which.min(mr$GCV))

## 0.100   
## 101

lGCV <- mr$lambda[nGCV]  
matplot(mr$lambda,coef(mr),type="l", ylim=c(-2,2), xlab=expression(lambda),ylab=expression(hat(beta[i])))  
abline(v=lGCV,col=2)
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plot(mr$lambda,mr$GCV,type="l",xlab=expression(lambda),ylab="GCV")  
abline(v=lGCV,col=2)
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mr <- lm.ridge(total\_UPDRS ~ ., data = train\_data, lambda=lGCV)

# Make predictions (no y this time)  
predictions\_test = cbind(1,as.matrix(test\_data[,-1])) %\*% coef(mr)  
predictions\_train = cbind(1,as.matrix(train\_data[,-1])) %\*% coef(mr)  
  
# Calculate residuals for training and test data  
residuals\_train <- train\_data$total\_UPDRS - predictions\_train  
residuals\_test <- test\_data$total\_UPDRS - predictions\_test  
  
# Calculate R-squared for training data  
r2\_train <- 1 - sum(residuals\_train^2) / sum((train\_data$total\_UPDRS - mean(train\_data$total\_UPDRS))^2)  
  
# Calculate adjusted R-squared for training data  
n\_train <- nrow(train\_data)  
p\_train <- optimal\_components - 1 # Number of predictors (components) used  
r2\_adj\_train <- 1 - (1 - r2\_train) \* ((n\_train - 1) / (n\_train - p\_train - 1))  
   
# Calculate RMSE for training data  
ridge\_rmse\_train <- sqrt(mean(residuals\_train^2))  
# Calculate RMSE for test data  
ridge\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Extract the variable names  
variables <- colnames(test\_data[,-1])  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de componentes", "R-squared", "Adjusted R-squared", "RMSE\_train", "RMSE\_test"),  
 Value = c((optimal\_components - 1), r2\_train, r2\_adj\_train, ridge\_rmse\_train, ridge\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de componentes 7.0000000  
## 2 R-squared 0.1035475  
## 3 Adjusted R-squared 0.1022107  
## 4 RMSE\_train 10.0862133  
## 5 RMSE\_test 10.4070174

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Jitter\_RAP, Jitter\_PPQ5, Jitter\_DDP, Shimmer, Shimmer\_dB, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, Shimmer\_DDA, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE for ex 3  
# Number of observations to trim  
n\_trim <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_test <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_test <- sorted\_residuals\_test[(n\_trim + 1):(length(residuals\_test) - n\_trim)]  
# Calculate the trimmed mean of the residuals  
trimmed\_mean\_test <- mean(trimmed\_residuals\_test)  
# Calculate the squared residuals using the trimmed mean:  
trimmed\_squared\_residuals\_test <- (trimmed\_residuals\_test - trimmed\_mean\_test)^2  
# Calculate the robust RMSE using the trimmed mean:  
robust\_ridge\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_test))

In the context of ridge regression, lambda (λ) is a regularization parameter that controls the amount of shrinkage applied to the regression coefficients. It is also referred to as the penalty parameter or the tuning parameter.

Ridge regression is a technique used to address the issue of multicollinearity (high correlation) among predictor variables in a regression model. When multicollinearity is present, the ordinary least squares (OLS) estimates become unstable, leading to overfitting and unreliable coefficient estimates.

Lambda plays a crucial role in ridge regression by introducing a penalty term to the loss function that the model tries to minimize. The penalty term is proportional to the square of the magnitude of the coefficients. By increasing the value of lambda, the ridge regression model imposes a stronger penalty, shrinking the coefficient estimates towards zero.

By tuning the value of lambda, you can control the degree of shrinkage applied to the coefficients. A larger lambda value corresponds to stronger regularization and more pronounced shrinkage of the coefficients. Conversely, a smaller lambda value reduces the amount of shrinkage and allows the model to closely approximate the OLS estimates.

### (e) motor\_UPDRS como respuesta

A value of “0.1” for both R2 and R2 adjusted means that the predictors included in the model explain approximately 10% of the variance in the dependent variable. This indicates a relatively weak relationship between the predictors and the response variable. Keep in mind that the interpretation of the R2 and R2 adjusted values depends on the specific context and the nature of the data being modeled.

Yo diria que si porque es puta mierda. No cumpliria el objetivo principal: El principal objetivo es predecir el UPDRS total a partir de las 16 medidas de voz. Pero esque este tampoco lo hace porque es basssurrra.

### (f) Análisis de residuos

In statistics, ordinary least squares (OLS) is a type of linear least squares method for choosing the unknown parameters in a linear regression model (with fixed level-one effects of a linear function of a set of explanatory variables) by the principle of least squares: minimizing the sum of the squares of the differences between the observed dependent variable (values of the variable being observed) in the input dataset and the output of the (linear) function of the independent variable.

# Residual plot  
plot(model\_lineal, which = 1)
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# Normal Q-Q plot  
plot(model\_lineal, which = 2)
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# Scale-location plot (square root of standardized residuals)  
plot(model\_lineal, which = 3)
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# Cook's distance  
plot(model\_lineal, which = 4)
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# Residuals vs. fitted values plot  
plot(model\_lineal, which = 5)
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Multicollinearity refers to a situation where independent variables in a regression model are highly correlated with each other. It can cause issues in the interpretation of coefficients and affect the stability and reliability of the regression model. To study multicollinearity in R, you can use the following approaches:

cor\_matrix <- cor(train\_data[, c("Jitter\_p","Jitter\_Abs","Jitter\_RAP","Jitter\_PPQ5","Jitter\_DDP",  
"Shimmer","Shimmer\_dB","Shimmer\_APQ3","Shimmer\_APQ5","Shimmer\_APQ11", "Shimmer\_DDA","NHR","HNR","RPDE","DFA","PPE")])  
  
# install.packages("corrplot")  
library(corrplot)

## Warning: package 'corrplot' was built under R version 4.3.1

## corrplot 0.92 loaded

##   
## Attaching package: 'corrplot'

## The following object is masked from 'package:pls':  
##   
## corrplot

corrplot(cor\_matrix, method = "color")
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library(car)

## Warning: package 'car' was built under R version 4.3.1

## Loading required package: carData

##   
## Attaching package: 'car'

## The following object is masked from 'package:dplyr':  
##   
## recode

vif\_values <- vif(model\_lineal)  
  
tolerance\_values <- 1/vif\_values  
  
# Extract the variable names from the linear regression model  
variables <- names(coef(model\_lineal))[-1]  
  
# Create a data frame for the results  
results\_cor <- data.frame(  
 VIF = vif\_values,  
 Tolerance = tolerance\_values  
)  
  
print(results\_cor)

## VIF Tolerance  
## Jitter\_p 91.315313 0.01095106582675  
## Jitter\_Abs 7.597483 0.13162253129251  
## Jitter\_RAP 1310444.658918 0.00000076309976  
## Jitter\_PPQ5 31.062590 0.03219306517109  
## Jitter\_DDP 1310728.804146 0.00000076293433  
## Shimmer 173.202176 0.00577359951296  
## Shimmer\_dB 78.875425 0.01267822005257  
## Shimmer\_APQ3 24909348.382192 0.00000004014557  
## Shimmer\_APQ5 51.970530 0.01924167411572  
## Shimmer\_APQ11 14.388984 0.06949761174304  
## Shimmer\_DDA 24909297.237443 0.00000004014565  
## NHR 9.389968 0.10649663282808  
## HNR 5.533415 0.18072023874422  
## RPDE 2.096565 0.47697068283926  
## DFA 1.591038 0.62852060695795  
## PPE 4.447827 0.22482888938855

Todos los tipos de Jitter están muy relacionados con todos los tipos de Jitter y los Shimmer con los Shimmer.Osea mucho kek. Normal que el modelo se una basurrra.

Tolerance is the reciprocal of the VIF. It indicates the proportion of variance in an independent variable that is not explained by other independent variables. Variables with low tolerance values (close to 0) indicate high multicollinearity.

The VIF measures how much the variance of the estimated regression coefficient is inflated due to multicollinearity.

# Calculate residuals  
residuals <- residuals(model\_lineal)  
  
# Plot residuals  
plot(residuals[-length(residuals)], residuals[-1], xlab = "Residual i", ylab = "Residual i+1", main = "Correlation between residuals")
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If your data is randomly ordered and does not have a time component, then the concept of “consecutive residuals” in the temporal sense may not be directly applicable. The assumption of independence between residuals in linear regression typically assumes that the order of the data points does not matter, as long as the observations are independent and identically distributed.

In this case, you can still check for correlation between the residuals, but the interpretation would be different. Instead of investigating temporal dependence, you would be examining whether there is a pattern or relationship between the residuals regardless of their order. The correlation between residuals can provide insights into potential systematic patterns or relationships in the errors that may affect the validity of your linear model.

Therefore, while the concept of consecutive residuals in a temporal sense may not be relevant to your randomly ordered data, you can still use the code you provided to check for correlation between the residuals and investigate whether there are correlated errors present in your linear model.

# Ejercicio 3

### (a) Comparación modelos con y sin puntos influyentes

# Calculate cooks distance  
cooksd <- cooks.distance(model\_lineal)  
  
# Get 3 most influential points  
top3\_indices <- order(cooksd, decreasing = TRUE)[1:3]  
  
# Remove the points  
train\_data <- train\_data[-top3\_indices, ]

Re-execute everything but with clean data

# Fit the model  
model\_lineal = lm(total\_UPDRS ~ ., data = train\_data)  
  
# Extract R-squared  
r\_squared = summary(model\_lineal)$r.squared  
  
# Extract adjusted R-squared  
adj\_r\_squared = summary(model\_lineal)$adj.r.squared  
  
# Predict on the training data  
predictions\_train = predict(model\_lineal, train\_data)  
# Predict on the test data  
predictions\_test <- predict(model\_lineal, test\_data)  
  
# Calculate residuals train  
residuals\_train = train\_data$total\_UPDRS - predictions\_train  
# Calculate residuals test  
residuals\_test <- test\_data$total\_UPDRS - predictions\_test  
  
# Calculate RMSE train  
lineal\_rmse\_train = sqrt(mean(residuals\_train^2))  
# Calculate RMSE test  
lineal\_clean\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Create results table  
# Extract the variable names from the linear regression model  
variables <- names(coef(model\_lineal))[-1]  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de variables", "R-squared", "Adjusted R-squared", "RMSE\_train", "clean\_rmse\_test"),  
 Value = c(length(variables), r\_squared, adj\_r\_squared, lineal\_rmse\_train, lineal\_clean\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de variables 16.0000000  
## 2 R-squared 0.1080147  
## 3 Adjusted R-squared 0.1049665  
## 4 RMSE\_train 10.0586529  
## 5 clean\_rmse\_test 10.4840466

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Jitter\_RAP, Jitter\_PPQ5, Jitter\_DDP, Shimmer, Shimmer\_dB, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, Shimmer\_DDA, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE for exercise 3  
# Number of observations to trim  
n\_trim <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_test <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_test <- sorted\_residuals\_test[(n\_trim + 1):(length(residuals\_test) - n\_trim)]  
# Calculate the trimmed mean of the residuals  
trimmed\_mean\_test <- mean(trimmed\_residuals\_test)  
# Calculate the squared residuals using the trimmed mean  
trimmed\_squared\_residuals\_test <- (trimmed\_residuals\_test - trimmed\_mean\_test)^2  
# Calculate the robust RMSE using the trimmed mean  
robust\_lineal\_clean\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_test))

library(MASS)  
  
set.seed(123)  
  
# Perform stepwise variable selection based on AIC  
model\_stepwise <- stepAIC(model\_lineal, direction = "both", trace = FALSE)  
  
# Extract R-squared  
r\_squared = summary(model\_stepwise)$r.squared  
  
# Extract adjusted R-squared  
adj\_r\_squared = summary(model\_stepwise)$adj.r.squared  
  
# Predict on the training data  
predictions\_train = predict(model\_stepwise, train\_data)  
# Predict on the test data  
predictions\_test <- predict(model\_stepwise, test\_data)  
  
# Calculate residuals  
residuals\_train = train\_data$total\_UPDRS - predictions\_train  
# Calculate residuals  
residuals\_test <- test\_data$total\_UPDRS - predictions\_test  
  
# Calculate RMSE train  
step\_rmse\_train = sqrt(mean(residuals\_train^2))  
# Calculate RMSE test  
step\_clean\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Results  
# Extract the variable names from the linear regression model  
variables <- names(coef(model\_stepwise))[-1]  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de variables", "R-squared", "Adjusted R-squared", "RMSE\_train", "clean\_rmse\_test"),  
 Value = c(length(variables), r\_squared, adj\_r\_squared, step\_rmse\_train, step\_clean\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de variables 11.0000000  
## 2 R-squared 0.1074522  
## 3 Adjusted R-squared 0.1053575  
## 4 RMSE\_train 10.0618235  
## 5 clean\_rmse\_test 10.4817952

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Shimmer, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE  
# Number of observations to trim  
n\_trim <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_test <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_test <- sorted\_residuals\_test[(n\_trim + 1):(length(residuals\_test) - n\_trim)]  
# Calculate the trimmed mean of the residuals  
trimmed\_mean\_test <- mean(trimmed\_residuals\_test)  
# Calculate the squared residuals using the trimmed mean:  
trimmed\_squared\_residuals\_test <- (trimmed\_residuals\_test - trimmed\_mean\_test)^2  
# Calculate the robust RMSE using the trimmed mean:  
robust\_step\_clean\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_test))

# install.packages('pls')  
library(pls)  
  
set.seed(123)  
  
PCA\_model <- pcr(total\_UPDRS ~ ., data = train\_data, validation="CV", scale = TRUE)  
  
# Calculate RMSE values  
mpcCV <- RMSEP(PCA\_model, estimate = "CV")  
rmse\_values <- round(mpcCV$val, 1) # Rounded to first decimal to account for complexity  
  
# Plot the graph  
plot(mpcCV$comp, rmse\_values, type = "b", xlab = "Number of Components", ylab = "RMSE")  
  
# Find the optimal number of components  
optimal\_components <- mpcCV$comp[which.min(rmse\_values)]  
points(optimal\_components, min(rmse\_values), col = "red", pch = 16)  
text(optimal\_components, min(rmse\_values), paste("Optimal:", optimal\_components), pos = 3)
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# Predict on the training data using the model  
predictions\_train <- predict(PCA\_model, train\_data, ncomp = optimal\_components-1)  
# Predict on the test data using the model  
predictions\_test <- predict(PCA\_model, test\_data, ncomp = optimal\_components-1)  
   
# Calculate residuals for training and test data  
residuals\_train <- train\_data$total\_UPDRS - predictions\_train  
residuals\_test <- test\_data$total\_UPDRS - predictions\_test  
  
# Calculate R-squared for training data  
r2\_train <- 1 - sum(residuals\_train^2) / sum((train\_data$total\_UPDRS - mean(train\_data$total\_UPDRS))^2)  
  
# Calculate adjusted R-squared for training data  
n\_train <- nrow(train\_data)  
p\_train <- optimal\_components - 1 # Number of predictors (components) used  
r2\_adj\_train <- 1 - (1 - r2\_train) \* ((n\_train - 1) / (n\_train - p\_train - 1))  
   
# Calculate RMSE for training data  
PCA\_rmse\_train <- sqrt(mean(residuals\_train^2))  
# Calculate RMSE for test data  
PCA\_clean\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de componentes", "R-squared", "Adjusted R-squared", "RMSE\_train", "clean\_rmse\_test"),  
 Value = c((optimal\_components - 1), r2\_train, r2\_adj\_train, PCA\_rmse\_train, PCA\_clean\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de componentes 8.00000000  
## 2 R-squared 0.08562868  
## 3 Adjusted R-squared 0.08406898  
## 4 RMSE\_train 10.18409080  
## 5 clean\_rmse\_test 10.52010556

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Shimmer, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE for ex3  
# Number of observations to trim  
n\_trim\_best <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_best <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_best <- sorted\_residuals\_best[(n\_trim\_best + 1):(length(residuals\_test) - n\_trim\_best)]  
# Calculate the trimmed mean of the residuals for the best model  
trimmed\_mean\_best <- mean(trimmed\_residuals\_best)  
# Calculate the squared residuals using the trimmed mean for the best model  
trimmed\_squared\_residuals\_best <- (trimmed\_residuals\_best - trimmed\_mean\_best)^2  
# Calculate the robust RMSE using the trimmed mean for the best model  
robust\_PCA\_clean\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_best))

library(MASS)  
  
set.seed(123)  
  
mr <- lm.ridge(total\_UPDRS ~ ., data = train\_data, lambda=(seq(0, 0.1, 0.001)))  
(nGCV <- which.min(mr$GCV))

## 0.100   
## 101

lGCV <- mr$lambda[nGCV]  
matplot(mr$lambda,coef(mr),type="l", ylim=c(-2,2), xlab=expression(lambda),ylab=expression(hat(beta[i])))  
abline(v=lGCV,col=2)
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plot(mr$lambda,mr$GCV,type="l",xlab=expression(lambda),ylab="GCV")  
abline(v=lGCV,col=2)
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mr <- lm.ridge(total\_UPDRS ~ ., data = train\_data, lambda=lGCV)

# Make predictions (no y this time)  
predictions\_test = cbind(1,as.matrix(test\_data[,-1])) %\*% coef(mr)  
predictions\_train = cbind(1,as.matrix(train\_data[,-1])) %\*% coef(mr)  
  
# Calculate residuals for training and test data  
residuals\_train <- train\_data$total\_UPDRS - predictions\_train  
residuals\_test <- test\_data$total\_UPDRS - predictions\_test  
  
# Calculate R-squared for training data  
r2\_train <- 1 - sum(residuals\_train^2) / sum((train\_data$total\_UPDRS - mean(train\_data$total\_UPDRS))^2)  
  
# Calculate adjusted R-squared for training data  
n\_train <- nrow(train\_data)  
p\_train <- optimal\_components - 1 # Number of predictors (components) used  
r2\_adj\_train <- 1 - (1 - r2\_train) \* ((n\_train - 1) / (n\_train - p\_train - 1))  
   
# Calculate RMSE for training data  
ridge\_rmse\_train <- sqrt(mean(residuals\_train^2))  
# Calculate RMSE for test data  
ridge\_clean\_rmse\_test <- sqrt(mean(residuals\_test^2))  
  
# Extract the variable names  
variables <- colnames(test\_data[,-1])  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de componentes", "R-squared", "Adjusted R-squared", "RMSE\_train", "clean\_rmse\_test"),  
 Value = c((optimal\_components - 1), r2\_train, r2\_adj\_train, ridge\_rmse\_train, ridge\_clean\_rmse\_test)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de componentes 8.0000000  
## 2 R-squared 0.1079086  
## 3 Adjusted R-squared 0.1063869  
## 4 RMSE\_train 10.0592508  
## 5 clean\_rmse\_test 10.4868157

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Jitter\_RAP, Jitter\_PPQ5, Jitter\_DDP, Shimmer, Shimmer\_dB, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, Shimmer\_DDA, NHR, HNR, RPDE, DFA, PPE

# Robust RMSE for ex 3  
# Number of observations to trim  
n\_trim <- round(0.1 \* length(residuals\_test))  
# Sort the residuals in ascending order  
sorted\_residuals\_test <- sort(residuals\_test)  
# Trim the specified percentage of observations from both ends  
trimmed\_residuals\_test <- sorted\_residuals\_test[(n\_trim + 1):(length(residuals\_test) - n\_trim)]  
# Calculate the trimmed mean of the residuals  
trimmed\_mean\_test <- mean(trimmed\_residuals\_test)  
# Calculate the squared residuals using the trimmed mean:  
trimmed\_squared\_residuals\_test <- (trimmed\_residuals\_test - trimmed\_mean\_test)^2  
# Calculate the robust RMSE using the trimmed mean:  
robust\_ridge\_clean\_rmse\_test <- sqrt(mean(trimmed\_squared\_residuals\_test))

# Create a data frame for the results  
results <- data.frame(  
 Modelo = c("OLS", "AIC", "RCP", "Ridge"),  
 RMSE\_Con = c(lineal\_rmse\_test, step\_rmse\_test, PCA\_rmse\_test, ridge\_rmse\_test),  
 RMSE\_Sin = c(lineal\_clean\_rmse\_test, step\_clean\_rmse\_test, PCA\_clean\_rmse\_test, ridge\_clean\_rmse\_test)  
)  
  
print(results)

## Modelo RMSE\_Con RMSE\_Sin  
## 1 OLS 10.40468 10.48405  
## 2 AIC 10.40713 10.48180  
## 3 RCP 10.55268 10.52011  
## 4 Ridge 10.40702 10.48682

# Checking if the points were correctly deleted  
# Re-calculate cooks distance  
cooksd\_updated <- cooks.distance(model\_lineal) # Clean data  
  
# Plot both  
plot(cooksd\_updated, pch = 20, cex = 1.5, main = "Cook's Distance Plot Updated")
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plot(cooksd, pch = 20, cex = 1.5, main = "Cook's Distance Plot")

![](data:image/png;base64,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)

### (b) Cálculo del RMSE robusto

The trimmed mean is less sensitive to outliers and can provide a more robust estimate of the central tendency.

# Create a data frame for the results  
results2 <- data.frame(  
 Modelo = c("OLS", "AIC", "RCP", "Ridge"),  
 RMSE\_Con = c(lineal\_rmse\_test, step\_rmse\_test, PCA\_rmse\_test, ridge\_rmse\_test),  
 RMSE\_Sin = c(lineal\_clean\_rmse\_test, step\_clean\_rmse\_test, PCA\_clean\_rmse\_test, ridge\_clean\_rmse\_test),  
 Robusto\_Con = c(robust\_lineal\_rmse\_test, robust\_step\_rmse\_test, robust\_PCA\_rmse\_test, robust\_ridge\_rmse\_test),  
 Robusto\_Sin = c(robust\_lineal\_clean\_rmse\_test, robust\_step\_clean\_rmse\_test, robust\_PCA\_clean\_rmse\_test, robust\_ridge\_clean\_rmse\_test)  
)  
  
print(results2)

## Modelo RMSE\_Con RMSE\_Sin Robusto\_Con Robusto\_Sin  
## 1 OLS 10.40468 10.48405 7.021287 7.044118  
## 2 AIC 10.40713 10.48180 7.031638 7.063658  
## 3 RCP 10.55268 10.52011 7.106559 7.100806  
## 4 Ridge 10.40702 10.48682 7.028084 7.050813

### (c) LTS o Huber

set.seed(123)  
  
# Data import  
# Note: I changed the variable names to avoid problems with symbols  
  
import.data <-  
"http://archive.ics.uci.edu/ml/machine-learning-databases/parkinsons/telemonitoring/parkinsons\_updrs.data"  
parkinson <- read.table(url(import.data), sep=",", skip=1)  
names(parkinson) <- c("subject#","age","sex","test\_time","motor\_UPDRS","total\_UPDRS",  
"Jitter\_p","Jitter\_Abs","Jitter\_RAP","Jitter\_PPQ5","Jitter\_DDP",  
"Shimmer","Shimmer\_dB","Shimmer\_APQ3","Shimmer\_APQ5","Shimmer\_APQ11", "Shimmer\_DDA","NHR","HNR","RPDE","DFA","PPE")  
  
# Select predictor variables and response  
library(dplyr)  
set.seed(123)  
parkinson <- parkinson %>% dplyr::select(6:22)  
  
# Split the data into train and test  
library(caret)  
set.seed(123)  
train\_indices <- createDataPartition(parkinson$total\_UPDRS, p = 0.8, list = FALSE)  
train\_data <- parkinson[train\_indices, ]  
test\_data <- parkinson[-train\_indices, ]  
  
# Huber  
require(MASS)  
hub <- rlm(total\_UPDRS ~ ., data = train\_data)  
summary(hub)

##   
## Call: rlm(formula = total\_UPDRS ~ ., data = train\_data)  
## Residuals:  
## Min 1Q Median 3Q Max   
## -38.708 -7.026 -1.416 7.516 31.287   
##   
## Coefficients:  
## Value Std. Error t value   
## (Intercept) 60.3923 3.4288 17.6133  
## Jitter\_p 372.3992 251.1458 1.4828  
## Jitter\_Abs -38611.9982 11264.0447 -3.4279  
## Jitter\_RAP -22944.9819 54363.4404 -0.4221  
## Jitter\_PPQ5 -234.0636 217.5246 -1.0760  
## Jitter\_DDP 7754.6094 18122.8676 0.4279  
## Shimmer 179.2708 73.5378 2.4378  
## Shimmer\_dB -7.3858 5.5745 -1.3249  
## Shimmer\_APQ3 -19115.0831 54687.0579 -0.3495  
## Shimmer\_APQ5 -155.1232 62.3563 -2.4877  
## Shimmer\_APQ11 96.5758 27.6603 3.4915  
## Shimmer\_DDA 6304.1068 18229.0061 0.3458  
## NHR -43.1735 7.2424 -5.9612  
## HNR -0.4856 0.0802 -6.0527  
## RPDE 10.9901 2.1184 5.1880  
## DFA -46.7154 2.6448 -17.6633  
## PPE 19.0560 3.4049 5.5966  
##   
## Residual standard error: 10.62 on 4685 degrees of freedom

# Predict on train and test data  
train\_pred <- predict(hub, newdata = train\_data)  
test\_pred <- predict(hub, newdata = test\_data)  
  
# Calculate R-squared  
train\_r2 <- 1 - sum((train\_data$total\_UPDRS - train\_pred)^2) / sum((train\_data$total\_UPDRS - mean(train\_data$total\_UPDRS))^2)  
test\_r2 <- 1 - sum((test\_data$total\_UPDRS - test\_pred)^2) / sum((test\_data$total\_UPDRS - mean(train\_data$total\_UPDRS))^2)  
  
# Calculate adjusted R-squared  
n <- nrow(train\_data)  
p <- length(coef(hub))  
train\_r2\_adj <- 1 - (1 - train\_r2) \* ((n - 1) / (n - p - 1))  
test\_r2\_adj <- 1 - (1 - test\_r2) \* ((n - 1) / (n - p - 1))  
  
# Calculate RMSE  
train\_rmse <- sqrt(mean((train\_data$total\_UPDRS - train\_pred)^2))  
test\_rmse <- sqrt(mean((test\_data$total\_UPDRS - test\_pred)^2))  
  
# Create results table  
# Extract the variable names from the linear regression model  
variables <- names(coef(hub))[-1]  
  
# Create a data frame for the results  
results\_table <- data.frame(  
 Metric = c("Número de variables", "R-squared", "Adjusted R-squared", "RMSE\_train", "RMSE\_test"),  
 Value = c(length(variables), train\_r2, train\_r2\_adj, train\_rmse, test\_rmse)  
)  
  
# Print the result table  
print(results\_table)

## Metric Value  
## 1 Número de variables 16.00000000  
## 2 R-squared 0.09922548  
## 3 Adjusted R-squared 0.09595623  
## 4 RMSE\_train 10.11049817  
## 5 RMSE\_test 10.46585726

cat("Variables usadas en el modelo: ")

## Variables usadas en el modelo:

cat(variables, sep=", ")

## Jitter\_p, Jitter\_Abs, Jitter\_RAP, Jitter\_PPQ5, Jitter\_DDP, Shimmer, Shimmer\_dB, Shimmer\_APQ3, Shimmer\_APQ5, Shimmer\_APQ11, Shimmer\_DDA, NHR, HNR, RPDE, DFA, PPE

# ANEXO

### Código