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# 前言

虚拟化技术通过在虚拟机之间复用物理资源，为云环境带来服务器整合的优势。多核处理器的出现也进一步扩大了虚拟化技术的优势。在基于多核物理平台的虚拟机系统中，虚拟机中的CPU(vCPU)[1]可以分时复用所有的物理处理单元，也可以限制访问部分指定的物理单元，这给虚拟机的资源分配带来更大的灵活性。而现代操作系统为了支持多处理器对内核进行了多方面的优化。比如为了保护共享数据会需要一些同步机制，但同时也会因为虚拟化技术而产生较大开销。

Read-copy update(RCU)是Linux内核中可实现的一种可扩展的高性能数据同步的方式，RCU的独特性包括支持并发读写，以及高度优化的CPU同步。从2002年RCU被引入Linux内核以来，其利用率不断扩大。对于被RCU保护的共享数据结构，读者不需要获得任何锁就可以访问它，但写者在访问它时首先拷贝一个副本，然后对副本进行修改，最后使用一个回调（callback）机制在适当的时机把指向原来数据的指针重新指向新的被修改的数据。显然这样的机制对于读者来说几乎没有同步开销。但是另一方面，由于RCU不需要锁，不适用原子指令，那么多年来对于一般锁机制的资源抢占而产生的开销分析并不能适用于RCU。

# 主体

一般来说，传统的多个处理器并行运行，通常需要通过信号量或者自旋锁保证临界资源的正确性。而在这样的前提下，自旋锁虽然能够对临界资源进行很好的保护，但是实际CPU处于请求锁的自旋时实际是在做无用功。一个处理器拥有自旋锁的时间越长，在等待中的vCPU自旋等待锁释放的时间就越长。不仅严重浪费CPU周期，也会导致优先级高的进程得不到调度。如何减小自旋锁开销增大的问题是当前虚拟机vCPU研究者关注的一个问题。

相关研究人员还提出了一些对自旋锁的改进方案，以适用不同的应用场景， 如读写锁、顺序锁等。顺序锁为写者赋予了较高的优先级，即在有读者访问资源的时候依然允许写者继续进行。考虑到原子操作的高效性基于 CAS ( Compare and Swap) 原语的无锁编程技术[2]也是时下的研究热点，不过无锁编程技术需要解决垃圾回收和 ABA 问题，为系统带来额外开销，而且基于CAS 设计的无锁数据结构通常应用场景较小，使用较为困难。另外有研究人员基于对linux调度器的分析，提出三种不同层次的免锁优化[3]方法: 基础优化、调度行为优化、基于上层应用特征的参数调优。分别从代码级、进程级和上层应用三个方面对自旋锁进行改进。除此之外，也有研究人员提出名为APPLES的框架[4]来解决这个问题。APPLES可以监视由于vCPU过度旋转或者抢占锁而引起的开销，并定期调整旋转阈值来减少开销。另外提出了用于虚拟机化环境的I-SpinLock机制[5]，该机制的原则是只有当vCPU的剩余时间片足够进入和离开关键部分的时候才允许线程请求锁。这种方法在多核情况下表现更好。

RCU机制也是*Paul McKenney*[6]为了解决自旋锁的问题而提出的，主要应用于读密集型数据结构中。尽管RCU机制很早就被提出，但在Linux内核中直到2.5版本才被采用。最初的RCU锁比较粗糙，仅仅是在读者读数据时禁用抢占，也就是在一个CPU上禁止切换进程。这就会产生一个问题：只要读者加锁就意味着禁用抢占，这就会很大的降低系统的交互性能，也会降低实时任务的性能。于是就出现了可抢占RCU，它引入了新的数据结构和逻辑控制机制。但是同样，为了保证读取的一致性，RCU在特定状态之间转换数据结构仍然需要等待所有现有读取的完成，而其中的等待时间就成为了瓶颈问题。文章[7]对RCU进行变形，提出了可在需要高吞吐量和可扩展更新的并行数据结构中使用的Predicate RCU（PRCU），该机制允许更新操作只需等待影响数据一致性的读取操作，极大地降低了更新开销。另一方面，随着Linux内核越来越复杂，在多核和低内存条件下实现RCU变得困难。文章[8]第一次在低内存模型下，使用最新开发的用于C/C++11内存模型GPS，实现验证了RCU机制。同样的，文章[9]也提出了一种在顺序一致性和低内存条件下测试Linux内核RCU主要代码的方法。

# 总结

虚拟机中资源分配问题大多数使用信号量和锁进行解决，无论是自旋锁还是顺序锁都会涉及到关于锁的抢占问题和对CPU时间片的浪费问题。现已有很多研究对该问题提出了不同的解决方案。RCU作为一种较新的锁机制，虽然较好的解决了锁抢占问题，但同时也可能带来了诸如峰值延迟，增加内存占用和内存碎片，降低虚拟机性能等等问题。
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