论文背景综述报告

每个数据中心花费数十亿美元来构建，填充，并运作。批处理工作负载可以有效地收集服务剩余的备用周期和存储空间。然而，该服务必须被屏蔽从任何不平凡的性能干扰，它由批处理工作负载或其存储访问产生。之前的工作[1, 2, 3]已经解决了这个问题。同时，要确保服务的资源要求和管理不会不必要地降级批量工作负载的性能或妥协批处理工作负载数据的可用性和持久性。张等人[3]为批处理工作负载数据建立了一个资源收集型分布式文件系统，它通过在服务器上巧妙地放置文件块副本来实现这些特征。但是，他们没有解决如何在整个数据中心（例如，50k个服务器）范围收集扩展文件系统。

大部分分布式文件系统还没有被设计成扩展到（透明的或根本）到如此大的规模。例如，当超过几千台服务器时，HDFS [4]，Cosmos Store[5]和GFS [6]通常不能很好地扩展，因为他们依靠一个中心化的元数据管理器（带备用副本）。为了扩展超过这个规模，管理员必须创建单独的子集群（无论最大规模是多少都可以高效地进行处理），为一个命名空间的独立部分每个子集群运行一个独立的元数据管理器。

糟糕的是，这种扩展方法有好几个缺点。首先，给用户呈现一个命名空间的分区视图，并且用户经常完全控制使用哪个子集群来放置他们的文件夹/文件。第二，利用这个控制，用户可能会无意中填满一个子集群或者用过高的访问需求使一个子集群超过负载。第三，为了缓解这些情况，管理员必须手动管理文件夹/文件放置（通过文件夹/文件迁移和/或强制用户更轻度使用子集群）。第四，管理员了解每个子集群中的同位置服务的特征足够好，从而做出适当的文件夹/文件放置决定，是很困难的，（对用户来说是不可能的）特别是因为服务是复杂的和众多的。

另一种扩展的方法是实现多个，高度一致的活跃元数据管理器，例如 [7，8]。Google ‘s Colossus（GFS的后续）实现了这样的元数据管理器。然而，这种方法也有两个关键的缺点。第一，系统变得更加复杂，而这种复杂性只是大型装置所需（更简单的系统对于更流行的小型系统也工作的很好是一个更好的选择）。第二，当子集群没有提供隔离时，任何软件错误，故障或操作员犯错会产生更大的影响，如[9]中所强调的。

HDFS有几个优点，第一，它是一个在大型互联网公司中使用的流行的开源系统，例如微软，Twitter和雅虎。第二，当目标工作负载大多数是大数据量的分析工作，HDFS提供了足够的功能并表现良好。第三，许多数据分析框架，像Spark和Hive，可以在HDFS上运行。

收集中的一个挑战是保护文件块的可用性和耐用性。第一，如果我们存储所有块的副本在主力租户，同时主力租户负荷飙升的情况下，该块可能变得不可用。第二，如果开发者或管理系统在一个短的时间跨度内重新映像包含全部块的副本的磁盘，该块可能丢失。张的放置算法[3]放置副本在一个集群（即几千台服务器）内，同时最大限度地多样化，它不允许放置一个块的多个副本在任何逻辑（例如，同一主租户的服务器）或物理（例如，机架）服务器分组上，它引起资源使用情况相关性，磁盘重新映像或故障。

对于大的装置几个分布式文件系统（例如[7,10,8]）已被提出。尽管存在潜在的可扩展性，他们涉及元数据管理的复杂性和开销，以及在大规模生产中难以管理和维护。而且，它们通常是针对一般的工作负载进行优化，而不是那些数据中心应用程序（例如，一次写入，仅追加）。

由于这些原因，Microsoft [4, 5], Facebook [4，11], Twitter [4]和其他数据中心运营商的文件系统简单得多。他们依靠一个集中的元数据管理器（例如HDFS中的“Namenode”），它持有所有元数据，处理所有的元数据访问，并跟踪存储节点。为了扩展，管理员手动分区整个文件集变成独立的文件系统，每个在一个子集群中。一些系统（例如，ViewFS [12]，Cosmos store[5]）通过利用“装载表”，它翻译文件夹名称到子集群，允许用户透明地访问多个子集群。但是，客户端本地安装表是独立的，不保存相干。相比之下，谷歌的Colossus据传是实现多个活动元数据管理器。这种方法是更复杂的，不受益于由子集群提供的故障和错误隔离[9]。有些系统会在没有子集群的元数据管理器中重新平衡元数据，例如 [7，8]。

子集群面临的挑战是它们在空间使用和/或访问加载方面可能变得失衡。 在资源收集数据中心，不平衡在主要租户的资源使用和管理行为方面也可能存在。例如主租户磁盘重新映像模式的变化可能开始损害一个子群集的耐久性。

已经有几个考虑在单个子集群再平衡的工作。例如，[13]和[14]提出了平衡访问负载。考虑到空间和访问负载，Singh等人 [15]在进行贪婪的重新平衡决定中解释了多个资源（例如，交换机，磁盘）。内置的HDFS重新平衡器可以用来手动重新平衡数据，并填充新添加的服务器。HDFS有一个选项来分割命名空间（和块管理）显式跨越独立的元数据管理器，同时存储数据在任何服务器中[16]。这种方法不涉及子集群，但公开了用户必须手动管理的多个名称空间[12]，并由于所有服务器仍然发送心跳信息给所有的元数据管理器而限制扩展。

处理大量数据的应用程序（如搜索引擎，网格计算应用程序，数据挖掘应用程序等）需要一个后端存储数据的基础设施。分布式文件系统是存储数据基础设施的核心组件。有很多重点关于网络计算的项目，它们已经设计并实现了各种架构和功能的分布式文件系统。分布式文件系统（DFS）用于构建一个多个文件服务器的分层视图，并且可以在在网络上共享。用户将仅仅需要记住一个名字，而不必为每组文件考虑一个具体的机器名称。这对于在网络上的多个服务器中找到一个共享列表将是关键。DFS是一个支持共享的文件系统，文件以持久存储的形式存在于一组网络连接节点[17]。很多DFS发展了很多年，以及近二十年的研究还没有成功地产生一个全面特征的DFS [18，19，20]。多个用户共享使用一个通用文件系统，它们的物理位置分散在一个自治计算机网络中。一个查看这样一个系统有用的方法就是将其视为一个分时文件系统抽象的分布式实现。该挑战在于以一种有效安全可靠的方式来实现这种抽象。另外还有文件位置和可用性的问题也很重要。增加DFS内文件可用性的一个方法是通过使用文件副本。大部分的复制技术可以分为两大类如乐观的复制和悲观复制[21]。DFS性能的另一个主要瓶颈是处理器速度的显着改进。为了克服这个限制，DFS在不同的位置使用缓存[22]，在文件服务器或客户端可以定位这些缓存[23]。为了提供一个DFS中所有客户端都能看到的一致性数据视图并在故障情况下的可靠性，写入操作只有在数据提交稳定存储后才能完成。所以在文件服务器上占主导地位的负载是写入操作。从而允许从客户端写回可以减少这种服务器上的写入负载[22,24]。

现在在DFS中能够轻松使用商品设备并且扩展规模比较省钱是非常重要的，因为大规模分布式应用的需求。这包括增量扩展，这是以增量方式增加更多设备来扩大系统的能力。
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