Group ID:

Project Title:

|  |  |
| --- | --- |
|  | **Identification and Analysis** |
| **Data Privacy Concerns** | The dataset used in this research is publicly available secondary and anonymized. No personally identifiable information (PII) is used. |
|
| **Data Security** | All data is stored in a secured, permission-controlled Google Drive environment. Only authorized team members have access. |
|
| **Bias and Fairness** | The project directly addresses bias and fairness concerns by developing a Bias Metric that identifies gender bias in Text, Image, Audio and Video datasets. |
|
| **Transparency and Accountability** | All model decisions, feature weightings, and pipeline steps are transparently documented. |
|
| **Impact on Stakeholders** | The metric developed helps researchers and developers identify biased patterns in AI datasets, supporting fairer AI practices. It benefits stakeholders in academia, AI ethics, and industry by providing a transparent tool to analyze visual bias. No individuals are directly impacted, as all data used is anonymized and non-intrusive. |
|