# 基于广义网络温度GNT的虚拟网络映射方法

# 摘要

本文提出一种基于广义网络温度GNT(Generalized Network Temperature)的虚拟网络映射方法. 该方法首先从底层网络中提取流量特征, 计算底层节点的广义网络温度; 然后将节点GNT值与底层拓扑信息结合, 综合评估底层节点的重要性, 并按重要性对底层节点降序排序, 节点排名越高, 节点映射能力越强; 然后采用贪婪策略进行虚拟节点映射, 虚拟节点映射完毕后利用Dijkstra最短路径算法进行虚拟链路映射, 最终完成整个虚拟网络的映射过程. 仿真结果表明, 本文提出的两阶段启发式虚拟网络映射算法可以提高虚拟网络映射的成功率和底层网络资源的利用率, 同时缓解网络阻塞与资源碎片化问题.

# 引言

虚拟化技术 -> 虚拟网络映射问题 -> NP-hard

随着互联网的快速发展, 传统互联网的僵化问题愈发严重, 为了有效解决互联网的僵化问题, 引进了虚拟化技术. 而作为虚拟化技术的关键问题之一的虚拟网络映射问题, 由于

目前的启发式虚拟网络映射算法在进行节点重要性排序时, 只考虑网络拓扑结构与全局网络资源, 忽略了网络负载变化对于节点重要性排名的影响. 针对这个问题, 本文基于王昌达等提出的广义网络温度(Generalized Network Temperature, GNT), 提出了基于广义网络温度的虚拟网络映射算法. 该算法的优点是: 1) 将广义网络温度与网络拓扑特征结合, 可以更加全面的评估节点的重要性, 节点排序结果更加准确; 2)

第一个优点: 本算法采用了新型的节点排序方法, 同时考虑网络的静态和动态属性. 大部分基于节点重要性的两阶段启发式算法在进行节点排序时, 仅考虑网络拓扑特征(比如, 节点度属性, 节点强度属性)和网络资源(比如, 节点cpu资源与链路带宽和的乘积), 在映射虚拟网络时会出现节点cpu资源满足约束但链路资源不满足需求的情况, 导致虚拟网络映射失败.

第二个优点: 同时考虑网络的静态和动态属性, 节点的重要性会随着网络流量的变化而变化, 会影响虚拟网络映射的成功率.

第三个优点: 本文建立了一个仿真实验平台来验证所提出的算法的可行性, 并选取几个同类型且具有代表性的经典算法作为对比算法, 在相同的实验条件下进行仿真实验, 在虚拟网络映射成功率与长期收益支出比等评价指标上进行性能比较.

本文的创新点包括以下几个方面:

1. 本文在GNT的基础上, 选择

# 相关工作

随着互联网的蓬勃发展, 网络设备数量, 网络流量以及终端用户的数量呈指数倍增长, 互联网的僵化问题也日趋严重. 而虚拟化技术允许将多个虚拟网络部署在同一个底层网络上, 彼此之间互不干扰, 并且实现底层网络资源的共享, 最大化网络资源的利用率. 因此, 虚拟化技术被认为是解决互联网僵化问题, 推动互联网进一步发展的有效方案.

在虚拟化技术中, 虚拟网络由一系列虚拟节点以及连接虚拟节点的虚拟链路组成. 而底层网络是由许多底层物理节点与物理链路组成. 根据终端用户提出的虚拟网络请求, 将虚拟网络映射到共享的底层物理网络上的过程被成为虚拟网络映射(VNE, Virtual Network Embedding).

文献[15, 16, 17]是关于网络虚拟化与虚拟网络映射问题的研究综述, 并证明VNE问题是一个NP-hard问题. 在文献[曹的综述]中, 作者根据采用的优化策略将虚拟网络映射算法分为三类: 精确解算法类, 启发式算法类和元启发式算法类. 精确解算法和元启发式算法可以得到最佳或接近最佳的映射方案, 但算法复杂度太大, 无法应用到实际的网络环境中. 而上述两类算法不同的是, 启发式算法虽然

启发式算法一般将虚拟网络映射分成两个阶段, 即虚拟节点映射阶段和虚拟链路映射阶段. 同时, 在进行节点映射之前, 一般会根据网络拓扑属性和网络资源属性对底层物理节点和虚拟节点进行排序. 本小节重点介绍具有代表性的启发式虚拟网络映射算法:

在文献[36曹]中, Yu等人基于节点乘积值提出启发式映射算法: 首先对所有物理节点和虚拟节点进行排序, 然后使用贪婪策略进行节点映射, 最后采用Dijkstra方法[曹81]和多商品流(Multi-Community Flow, MCF)方法[曹81]来解决虚拟链路映射. Yu在进行节点排序时, 排序值由两部分组成: 节点自身的CPU资源和节点所有直连链路的带宽和, 排序值代表该节点在局部网络的映射能力, 排序值越大, 映射能力越强. 该节点排序方法简单方便, 但忽略了节点在整个网络中的影响力, 导致映射能力强的底层物理节点被过早浪费.

在文献[曹39]中, Cheng等人提出了一种基于拓扑感知的启发式虚拟网络映射算法. 与文献[曹36]不同的是, 在进行节点排序时, Cheng等人利用马尔可夫随机游走模型(Markov Random Walk model)来迭代地求解节点最终稳定的排序值. 但Cheng等人仍然忽略了节点在整个网络中的影响力.

在文献[曹41]中, Feng等人引入新的节点拓扑属性提出了三种不同的节点排序方法, 但其本质仍然是根据节点CPU, 直连链路带宽和以及物理路径的中间节点数来确定节点的排序值.

而在文献[曹43]中, Zhang等人将节点度属性和聚类系数作为节点排序的依据, 其余步骤与之前的算法相类似. 但节点度属性与聚类系数信息仍然属于局部拓扑属性, 忽略了全局拓扑属性.

其他文献:

综上所述, 现阶段大多数启发式虚拟网络映射算法采用的节点排序方法还是基于静态的网络拓扑与网络资源, 忽略了网络负载变化对节点重要性的影响.

# 相关知识

本节由两部分内容组成, 第一部分介绍VNE虚拟网络映射问题模型的建立, 虚拟网络映射过程以及相关评价指标; 第二部分详细介绍广义网络温度的相关内容, 包括: 流量矩阵的定义, 三种网络熵的定义与性质, 最后介绍广义网络的定义与计算方法.

## 3.2 虚拟网络映射问题

本节介绍虚拟网络映射问题, 包括: 网络模型的建立, 虚拟网络映射流程以及相关评价指标.

### 3.1.1 底层网络

底层网络可以用一个带权无向全连通图，其中，下标”S”是”Substrate”的首字母, 和分别代表底层网络物理节点集合与物理链路集合，和分别代表的是底层网络中的节点和链路数量. 和分别表示底层网络节点和链路的相关属性, 节点属性包括: 计算能力, 内存大小, 地理位置等, 链路属性则包括: 带宽容量, 传输延迟等. 与大多数先前研究相同, 文本将CPU计算能力和地理位置限制作为节点属性, 将带宽容量作为链路属性. 另外, 表示底层网络中无环路径的集合.

如图2.2(a)所示，底层网络具有8个节点和13条链路，节点和链路旁的数字分别代表节点和链路所具有的计算和带宽资源.

### 3.1.2虚拟网络模型

与底层网络类似，虚拟网络也是由虚拟化后的虚拟节点通过虚拟链路连接组成，同样可以用带权无向全连通图表示: . 其中，和分别代表虚拟网络中的虚拟节点和虚拟链路，而和则分别代表虚拟节点和虚拟链路的数量. 虚拟节点和虚拟链路分别附带有以表示的CPU需求, 地理位置需求和以表示的带宽容量需求. 除此之外, 用表示虚拟网络请求的到达时间, 用表示虚拟网络请求的持续时间. 当收到一个虚拟网络请求时, 需要为其分配底层网络资源. 如果当前底层网络能够满足该虚拟网络请求的各项需求和约束条件, 就接受该请求, 反之, 拒绝该请求. 最后, 用表示虚拟节点可以接受的对应底层节点实际地理位置与期望地理位置的最大距离.

如图2.2(b)所示，该虚拟网络包含3个虚拟节点和3条虚拟链路，节点和链路旁的数字分别代表虚拟节点和虚拟链路所需要的计算和带宽资源量.

### 3.1.3虚拟网络映射过程

在满足虚拟网络的节点和链路各项需求与约束条件的前提下，将虚拟网络映射到底层网络的过程称为虚拟网络映射(Virtual Network Embedding，VNE)，该过程通常包含两个子过程: 节点映射子过程和链路映射子过程.

1. **虚拟节点映射子过程**: 将虚拟网络所有的虚拟节点映射到互不相同的底层物理节点上, 并且节点的CPU计算需求与地理位置需求必须得到满足. 对于所有的节点

Subject to:

其中, 是虚拟节点映射函数.

公式3.2和3.3保证每个虚拟节点的CPU计算需求和地理位置需求都能得到满足, 而公式3.4保证了来自同一个虚拟网络请求的不同虚拟节点不会映射到同一个底层物理节点上. 但来自不同虚拟网络的多个虚拟节点可以共享同一个底层物理节点.

1. **虚拟链路映射子过程**: 将虚拟网络所有的虚拟链路映射到底层物理网络的不同物理路径上, 并且虚拟链路的带宽容量需求都必须得到满足. 对于所有的虚拟链路:

Subject to:

其中, 是虚拟链路映射函数.

公式3.6保证每条虚拟链路的带宽容量需求都能得到满足.

只有当虚拟节点映射子过程和虚拟链路映射子过程都成功完成, 虚拟网路的映射才算成功, 否则虚拟网络映射失败. 当虚拟网络请求被成功映射之后, 在其持续时间内都将占有所分配的网络资源, 生命周期结束之后, 才会将其占有的网络资源释放掉, 用以重新分配给后续的虚拟网络请求.

### 3.1.4评价指标

在进行虚拟网络映射时，需要利用评价指标对算法性能进行量化与评估，有利于与其他算法进行比较. 本节介绍VNE算法研究中常用的评价指标:

1. **虚拟网络映射接受率**: 又称虚拟网络映射成功率，是VNE算法研究中最重要的评价指标. 虚拟网络映射接受率由映射成功的虚拟网络数量占全部虚拟网络请求的比值所决定，直接反应算法的映射性能，即接受率越高，算法的映射能力越强. 虚拟网络映射接受率的计算公式如下所示:

其中，分子表示从零时刻开始经过T时间成功映射的虚拟网请求的数量，而分母表示这段时间内的经过算法处理的虚拟网络请求的总数量.

1. **虚拟网络映射收益**: 虚拟网络服务提供商通过将虚拟资源以虚拟网络的形式租给终端用户，并向终端用户收取费用，这部分费用即虚拟网络的映射收益. 对于虚拟网络服务提供商来说，需要尽可能最大化虚拟网络的映射收益. 虚拟网映射收益的计算公式如下:
2. **虚拟网络映射成本**: 又称虚拟网络映射支出. 除了最大化虚拟网络映射收益之外，虚拟网络服务提供商还需要付出虚拟网络映射成本, 并尽可能最小化该成本. 虚拟网络映射成本的计算公式如下:

符号表示底层链路是否被虚拟网络占用，若占用，取值为1，否则取值为0.

1. **虚拟网络收益支出比**:在VNE算法研究中，单独使用虚拟网络收益和支出不能全面地反映算法的性能, 为了避免该缺陷, 通常使用虚拟网络收益支出比来讨论算法的性能，计算公式如下:

更一般的，使用长期收益支出比来评价算法的性能，计算方式如下:

### 3.1.4 网络状态更新

1. 主动更新: 每隔固定的时间间隔根据当前的网络负载状态更新网络流量矩阵.
2. 被动更新: 只有在收到虚拟网络请求时, 才更新网络流量矩阵.

## 3.2 广义网络温度

### 3.2.1 广义网络温度

广义网络温度(Generalized Network Temperature, GNT)是王昌达等人提出的一种兼顾网络拓扑与网络流量的度量指标, 具有时空融合特性. 该指标在网络攻击检测, 网络安全态势评估等多个领域具有广泛的应用场景. 文献(韦)使用GNT作为检测指标对DDoS攻击进行检测, 取得了较好的检测结果. 在文献(陈)中, 作者提出了基于GNT与网络拓扑结构的节点重要性排序方法.

在热力学中, 温度T定义为一个绝热系统中热量的引进或流失额度与由此导致的热力学熵的变化量的微商. 在文献(老板)中, 作者类比热力学温度, 用网络的Shannon熵取代热力学熵, 用网络中”在传输数据包数量的变化”取代热力学中”热量的引进或流失额度”, 最终得到新的度量指标, 即广义网络温度GNT, 具体定义如下:

其中, 表示网络中传输数据包数量的变化, 而表示由数据包数量变化导致的Shannon熵的变化.

与热力学温度类似, GNT数值一般不会出现较大波动, 当GNT发生突变时, 表示网络中数据传输出现异常, 可能收到攻击.

### 3.2.2 网络熵

本小节介绍GNT中使用的网络熵, 包括: 香农Shannon熵, Rényi 熵和Tsallis熵.

#### 3.2.2.1 香农Shannon熵:

信息论之父香农将统计物理中熵的概念引申到信道通信的过程中, 并将其定义为信息熵(也称香农熵), 从而实现对信息的度量, 奠定了信息论和数字通信的基础. 对于一个随机变量, 其香农熵定义为:

其中, 为变量的可能取值, 其对应的概率为. 底数对应香农熵的量纲, 时量纲为bit(比特), (自然对数底)时量纲为nat(纳特), 本论文中, 如无特殊说明, 后面的讨论中将省略底数, 统一取(即量纲为纳特), 并用表示.

香农熵的性质: 1) 连续性: 变量的香农熵会随着概率发生连续性变化; 2) 单调性: 变量的香农熵随着变量取值的增多而单调增加; 3) 可加性: 不同来源的信息可以叠加, 具体如下式:

在文献(老板)中, 作者使用Shannon熵作为GNT的网络熵, 但在某些特定场景下, Shannon熵的效果略差于其他类型的熵, 因此为了更好地提高算法的普适性, 将引入更多类型的网络熵.

#### 3.2.2.2 Rényi 熵

Rényi 熵是香农熵的广义形式, 由香农熵稍微放宽可加性条件得到, 具体定义如下:

比香农熵, Rényi 熵引入可调节参数, 对信息量的度量更具一般性与灵活性. 特别地, 当时, Rényi 熵退化为香农熵, 即.

#### 3.2.2.3 Tsallis熵

而Tsallis熵则是由巴西物理学家Constantino Tsallis于1998年提出, 其具体定义如下:

Tsallis 具有伪可加性, 具体体现为:

其中, 同Rényi 熵一致, 是可调节参数. 当时, 值越小, 的值越接近于0, 此时高概率事件的分布相比于低概率事件更明显, 因此Tsallis熵在时主要体现高概率事件的分布状态; 相反, 在时, 主要体现低概率事件的分布状态.

综上所诉, 香农熵更具广泛和普遍意义, 而Rényi 熵和Tsallis熵则通过引入可调节参数对香农熵进行进一步的推广, 有所侧重地对信息进行度量.

# 基于GNT的虚拟网络映射方法

启发式虚拟网络映射算法主要分为三个步骤, 包括: 网络节点排序, 虚拟节点映射, 虚拟链路映射. 在进行虚拟网络映射时, 本文兼顾网络流量变化和网络拓扑资源信息, 提出了VNE-GNT算法. 其基本思想是: 在底层网络中, 网络节点附近的网络流量负载变化越大, 其附近的GNT广义网络温度也就越大. 因此, 通过广义网络温度GNT衡量网络流量变化对于网络熵的影响, 寻找负载变化明显的节点, 同时结合网络拓扑与网络资源信息, 综合衡量节点的重要性. 节点排序完成之后, 利用贪心策略进行虚拟节点的映射, 然后利用Dijkstra最短路径算法进行虚拟链路的映射, 最终将整个虚拟网络映射到底层网络中.

## 4.1 网络节点排序

在进行虚拟网络映射时, 不同重要性的节点对于映射结果的影响是不同的, 节点越重要, 对映射结果的影响越大.

一般的, 网络节点的重要性不仅与网络的拓扑结构和自身网络资源有关, 也与当前的网络负载状况有关, 节点重要性会随着网络负载变化而变化. 然而, 目前已知的启发式虚拟网络映射算法在进行节点排序时, 大多是基于网络拓扑与网络资源的静态分析的方法. 在网络状态不断变化的情况下, 这些方法普遍不能全面准确地衡量网络节点的重要性, 导致虚拟网络映射成功率和网络资源利用率的降低.

因此, 本文在进行节点重要性排序时, 将网络拓扑结构和网络资源与网络负载变化相结合, 综合衡量节点的重要性.

首先引入网络流量矩阵, 用以表示一个网络的负载情况. 通过网络流量矩阵可以得到底层网络流量的全局视图, 能够从更宏观的角度观察网络状态, 用于之后计算网络节点的广义网络温度GNT.

**定义1** **网络流量矩阵:** 由当前网络中所有的OD(Origin-Destination)流量组成的矩阵, 其中OD流定义为从节点(源节点)进入, 最后流出节点(目标节点)的所有流量的集合.

用表示一个拥有个网络节点的网络的流量矩阵, 包含个元素. 如下表所示的网络流量矩阵(单位为kbps)的例子, 行代表源节点, 列代表目的节点, 矩阵第行元素的和代表从源节点流出的总流量, 而矩阵第列元素的和则代表着流入目的节点的总流量.

表 4.网络流量矩阵

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 94.21 | 857.36 | 60239 | 35975 | 29014 |
| 9715.8 | 2005.4 | 3767.8 | 14178 | 5365.1 |
| 19364 | 8964.1 | 22608 | 53185 | 401.72 |
| 4715.2 | 54568 | 34389 | 0.3556 | 4322.8 |
| 3748 | 19934 | 1207.1 | 11793 | 0 |

根据网络熵和网络流量矩阵的定义, 可以将一个源节点附近聚集的所有OD流看成是基本状态, 满足上文提到的网络熵概率的条件, 将状态的概率定义为:

其中, 代表从源节点流出的网络流量总和.

根据三种网络熵的定义, 节点附近的网络熵计算公式如下:

进一步得到节点的广义网络温度GNT:

形式上, 广义网路温度是网络流量相对于网络熵的导数, 其物理意义是网络熵随网络流量变化的变化率. 节点附近网络流量变化越快, 网络熵也变化越快, 节点的GNT也就越大. 通过广义网络温度GNT就可以快速找到负载变化明显的节点, 从而避免虚拟网络映射到这些节点上, 造成网络负载阻塞.

网络流量矩阵中的元素只体现源节点和目的节点之间的OD流信息, 不包括OD流的路径信息, 因此还需要结合网络拓扑信息与节点自身网络资源信息才能综合评价节点的重要性, 提高节点排序的准确性.

**定义2网络节点的度中心性**: 定义为与该节点直接相连的节点数量, 体现了该节点与其他节点的连接关系, 具体定义如下:

其中, 代表网络中节点的数量. 与节点直接相连的节点数量越多, 节点的度中心性也就越大, 就越靠近网络的中心, 对于虚拟网络映射结果的影响也就越大.

**定义3 网络节点的资源强度:** 定义为网络节点自身CPU资源与该节点的链路强度的乘积, 表明节点的映射能力. 资源强度值越大, 节点的映射能力越强. 具体定义如下:

|  |
| --- |
| **算法1:** 节点重要性排序算法 |
| **输入:** 时刻流量矩阵, 时刻流量矩阵, 网络拓扑, 网络资源信息  **输出:** 节点排序结果 |
| 1. // 计算节点GNT值 2. for i=1 to N do 3. for j = 1 to N do   7. End For 8. // 计算节点度属性 9. For to N do: 11. For to N do: 12. if : 14. End For 15. // 计算节点CPU与节点链路强度乘积 16. For to N do: 18. For to N do: 19. if :  22. End For 23. // 计算最终的节点排序值 24. For to N do 26. End For |

结果分析: 排序结果表明, 节点n2的重要性值为, 在所有节点中是最大的, 因此排名第一, 是最有可能映射成功的节点; 而节点某某某的重要性值为某某, 在所有的节点中排名最后.

随着网络流量矩阵与网络资源的消耗, 节点的重要性排序结果也会发生变化, 这体现了方法的动态性

广义网络温度GNT可以衡量节点附近数据传输的繁忙程度, 由此可见, 选择广义网络温度相对较低的节点进行映射, 这样可以优化虚拟网络的部署位置, 避免网络负载拥塞问题, 可以为网络切片预留更多的资源, 提升虚拟网络的部署效率.

不仅可以满足当前虚拟网络的资源需求, 同时兼顾整个网络的负载状态, 一举两得.

## 4.2 虚拟节点映射

在节点排序完成之后, 采用贪婪策略进行虚拟节点的映射. 具体流程如下: 对于某个虚拟节点来说, 从底层网络的所有节点中挑选节点排序值最高的网络节点. 如果底层节点可以满足虚拟节点的CPU资源约束, 那么该虚拟节点就成功映射到这个底层节点上. 但如果底层节点不能满足约束条件, 就需要从所有底层节点中挑选节点排序值第二高的底层节点, 继续上述过程, 直到找到合适的底层节点. 如果所有底层节点都不能满足该虚拟节点的资源需求, 那么该虚拟节点映射失败.

在虚拟节点映射成功后, 会采用上述策略继续映射剩下的虚拟节点, 同时还要保证满足”同一个虚拟网络的不同虚拟节点不会映射到同一个底层节点”的约束条件.

当且仅当一个虚拟网络请求的所有虚拟节点都成功映射时, 节点映射才算成功, 否则, 如果有任意一个虚拟节点没有被成功映射, 那么该虚拟网络就会被拒绝.

## 4.3 虚拟链路映射

在所有虚拟节点都被成功映射之后, 开始进行虚拟链路的映射. 假设虚拟节点和之间存在一条虚拟链路, 而这两个虚拟节点分别映射到底层节点和上. 与传统最短路径方法不同的是, 在进行链路映射之前, 首先将底层节点和之间所有不满足虚拟链路带宽需求的链路删除, 然后再采用Dijkstra最短路径算法计算出底层节点和之间的最短路径, 同时组成该最短路径的所有底层链路都满足虚拟链路的带宽需求, 这样, 虚拟链路映射成功. 对剩余虚拟链路继续采用上述策略, 直至所有虚拟链路都成功映射. 如果有任意一条虚拟链路映射失败, 则整个虚拟链路映射失败.

当且仅当所有虚拟节点和虚拟链路都被成功映射, 才会接受该虚拟网络请求, 否则, 拒绝该虚拟网络请求.

|  |
| --- |
| **算法2:** VNE-GNT虚拟网络映射算法 |
| **输入:** 底层物理网络, 虚拟网络  **输出:** 虚拟网络的映射结果, 并更新映射后的底层物理网络 |
| 1. // 虚拟节点映射过程 2. 利用上一节的网络节点排序方法, 对底层物理节点降序排序 3. For 每一个虚拟节点 do: 4. For 每一个底层物理节点 do: 5. if 底层节点的资源满足要求 and 地理位置满足要求 and 没有同一个虚拟网的其他节点映射到该底层节点上: 6. 则将该虚拟节点映射到该底层节点上 7. break 8. else: 9. 继续判断下一个底层节点 10. End For 11. // 虚拟链路映射过程 12. For 每一条虚拟链路 do: 13. 对于当前虚拟链路的带宽需求, 将底层网络中不满足该需求的链路删除 14. 利用Dijkstra最短路径算法寻找一条底层链路 15. End For 16. // 输出虚拟网络的映射结果, 并更新底层物理网络的状态, 等待后续虚拟网络请求到达 |

## 4.4 算法复杂度分析

此外, 本文还讨论VNE-GNT算法的复杂度. 算法复杂度主要由三部分组成: 网络节点排序, 虚拟节点映射部分和虚拟链路映射部分. 其中, 在网络节点排序阶段, 复杂度为; 虚拟节点映射部分的复杂度为, 而虚拟链路映射部分的复杂度为. 因此, 该算法可以在多项式时间内完成虚拟网络请求的映射.

# 实验评估

本节首先设计了基于三种网络熵的虚拟网络映射实验, 然后将本文提出的算法与经典的虚拟网络映射算法进行对比, 以验证本文算法的可行性与优越性.

## 5.1 实验环境和参数设置

为了评估算法的性能，本文进行了仿真实验. 算法的仿真工作所采用的底层物理网络的参数设置如表5.1所示.这些参数设置是VNE算法研究领域具有代表性的参数设置:

表格 5.1 底层物理网络的参数设置

|  |  |
| --- | --- |
| 底层网络生成方法 | Waxman方法, |
| 底层节点个数 | 50 |
| 节点容量 | [50, 100], 整数, 均匀分布 |
| 链路带宽 | [50, 100], 整数, 均匀分布 |
| 底层节点的位置 | [0, 100]区间, 随机分布 |

虚拟网络的参数设置如表5.2所示:

表格 5.2 虚拟网络的参数设置

|  |  |
| --- | --- |
| 虚拟网络生成方法 | Waxman方法, |
| 虚拟网络到达率 | 10个/1000单位时间 |
| 每个虚拟网的生命周期 | 1000单位时间 |
| 虚拟节点个数 | [2, 10], 整数, 随机分布 |
| 节点CPU需求 | [1, 20], 整数, 均匀分布 |
| 链路带宽需求 | [1, 20], 整数, 均匀分布 |
| 虚拟节点位置 | [0, 100]区间, 随机分布 |
| 虚拟节点最大允许偏差 | [3, 8], 整数, 均匀分布 |

本章节的算法仿真的工作时长为100000个时间单位. 在本文中，一个时间单位代表一分钟. 也就是说, 本章节的算法仿真工作将持续100000分钟.

此外, 在使用Rényi熵和Tsallis熵进行节点重要性排序时, 可变参数的取值对广义网络温度的计算有影响, 为了得到最佳的性能, 本文与文献保持一致, 即使用Rényi熵时, 而使用Tsallis熵时.

本章节的算法实验仿真工作是在个人工作站上进行的, 操作系统是Windows 11, 用的是AMD Ryzen 5 4600H with Radeon Graphics, 配备16.0GB的RAM.

## 5.2 对比算法介绍

本文提出的两阶段启发式虚拟网络映射方法使用(香农熵, 瑞利熵, T熵)三种网络熵来计算网络节点的广义网络温度指标. 除了本文提出的算法, 还选取几个同类型且具有代表性的经典算法作为对比算法, 包括: G-SP, VNE-DCC, MO-NPSO, RW-BFS, 在相同的实验条件下进行仿真实验, 进行性能比较.

表格 5.3 对比算法介绍

|  |  |
| --- | --- |
| 算法名称 | 算法描述 |
| G-SP | 基于节点cpu与带宽和的乘积进行节点排序, 贪心映射虚拟节点, Dijkstra最短路径算法进行虚拟链路映射 |
| VNE-DCC | 基于节点度与聚类系数进行节点排序, 利用BFS算法进行虚拟节点映射, 最后采用K-Shortest算法映射虚拟链路 |
| M0-NPSO | 利用多目标改进粒子群优化算法进行虚拟网的映射 |
| RW-BFS | 利用随机游走对节点排序, 利用BFS算法同时完成虚拟节点与虚拟链路的映射 |

## 5.3 基于三种网络熵的虚拟网络映射实验

实验未完成, 后续添加内容

## 5.4 经典算法对比试验

实验未完成, 后续添加内容

# 结论与展望

大多数启发式虚拟网络映射算法在进行节点排序时, 只考虑网络拓扑和网络资源等静态信息, 而忽略了网络流量的变化对网络节点重要性的影响. 针对此问题, 设计实现了一种基于广义网络温度的启发式虚拟网络映射方法. 与现有的虚拟网络映射算法相比, 本文兼顾网络流量变化和网络拓扑与资源信息, 综合评估网络节点的排序值, 是典型的静态与动态相结合的节点排序方法.

实验结果表明, 本文提出的基于广义网络温度的虚拟网络映射方法与经典的VNE算法相比, 可以得到更加准确的节点排序结果, 从而提高虚拟网络的映射成功率与底层网络资源的利用率.

但是, 本文也存在一些不足之处. 比如在计算网络节点的广义网络温度时, 使用了三种网络熵: Shannon熵, Rényi熵和Tsallis 熵. 因此下一阶段的主要工作就是进一步研究这些网络熵的性质, 引入更多参数与定义, 建立广义网络温度动力学模型. 同时, 还可以引入更多形式的网络熵重新定义广义网络温度, 进一步提升算法的性能.

另外, 在网络节点排序时, 只考虑了节点度作为节点拓扑特征, 而网络的拓扑特征对于网络节点的重要性是必不可少的. 因此可以考虑引入更多拓扑特征, 通过研究单一特征对算法映射性能的影响, 从而选择出对算法性能影响最大的因素, 提升算法性能.

最后, 同大多数VNE算法一样, 虚拟网络在映射到底层网络之后, 资源分配方案在虚拟网络生命周期内都不会发生改变. 但底层网络是动态的, 随着虚拟网请求的不断地到来和离去, 底层网络资源被不断占用与释放, 导致底层网络的资源碎片化愈发严重, 降低后续到来的虚拟网请求的接受率. 因此, 对虚拟网络的映射方案进行动态调整是十分必要的, 比如可以周期地将部署在负载高且资源少的区域的虚拟网络迁移到负载低且资源多的区域, 提高整个网络的资源利用率, 缓解资源碎片化与网络阻塞问题.
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