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***Abstract*—This paper focuses on carrying out Regression Testing in an efficient manner using Machine Learning models. Large codebases having test suites consume more time performing checks as the size of the test suite increases. This paper describes a novel way to achieve this goal thereby saving quality code review time.**
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# I. Introduction

REGRESSION means retesting the unchanged parts of the application. Regression Testing is the one in which test cases are re-executed in an order to check whether the previous functionality of the application is working fine and the new changes have not introduced any new bugs.

Although software may be completely tested at some point during its development and maintenance, program changes require that parts of the software be retested. Mistaken and changed requirements cause the software to be reworked. New uses of old software yield new functionality, not originally conceived in the requirements. The management of this change is critical to the continuing usefulness of the software. The new functionality added to a system may be accommodated by the standard software development processes. Regression testing attempts to revalidate the old functionality inherited from the old version. It is the process of validating the modified parts of the software and ensuring that no new errors are introduced into the previously tested code. Even though the modified program may yield correct outputs on test cases specifically designed to test the modifications, it may produce incorrect outputs on other test cases on which the original program produced correct outputs. Thus, during regression testing, the modified program is executed on all existing regression tests to verify that it still behaves the same way as the original program, except where change is expected. This is necessary because small changes in one part of a program may have subtle undesired effects in other seemingly unrelated parts of the program.

The current challenges to regression testing range from

1) Time taken to run the whole test suite to test the entire program can be in hours or days

2) Desynchronized test suites with new releases (running tests which are no longer relevant to the current requirements of the system)

3) Short-term test suites (tests which become irrelevant fairly quickly but are not removed/modified)

4) Old and redundant test suites

Addressing points 2,3 and 4 using the selective approach outlined below can lead to a shorter running time during regression testing and catch bugs faster.

A selective approach to regression testing attempts to identify and retest only those parts of the program that are affected by a change. The three main ways to do so are – Minimization, Selection and Prioritization [6]. In this project, we propose a method for retesting of a small subset of tests which performs the checks as well as when all the tests were run which utilizes all the methods mentioned earlier.

The selective strategy uses a subset of the existing test cases to reduce the retesting cost. In this strategy, a test unit must be rerun if and only if any of the program entities, e.g. functions, variables etc., it covers have been changed. The challenge is to identify the dependencies between a test case and the program entities it covers.

A Machine Learning model trained on metrics collected from the codebase, is needed to predict the outcome of the subset of selected test cases before actually running them in the decreasing order of probability of failure.This is done so that the test case with a higher probability of failure can fail earlier, thus saving time.

II. MOTIVATIOn

As a software system ages, the cost of maintaining the software dominates the overall cost of developing the software. Regression testing is used to determine if a modified program still meets its specifications or if new errors have been introduced. Improvements in the regression testing process would help reduce the cost of software.

In this project, the selective strategy was applied. An optimal subset of test cases to test were found using machine learning algorithms by predicting the test cases that would fail the build given the changes made in a commit. Hence, these tests were more likely to find bugs in the code when a new functionality was added.

# III. LITERATURE SURVEY

There were many approaches to this problem, out of which these were of interest to us as they aligned with our problem perspective. One of them is through the use of slicing [2] which identifies affected statements and parses them to create def-use pairs for variables whose definition changes since the previous build. Another method utilizes incremental testing [3] which is used in real-time testing on production systems. In this method, the tests that need to be re-checked calculated in the background using off-line processing. More recent research has been performed which utilizes historical information of test case data such as [4]. In today's age of cloud computing, being able to run regression test analysis on the cloud is but obvious. [5] looks in this space for optimal resource utilization of cluster resources. What was observed through this survey of existing research was that historical information and static code analysis for affected changes are the two most important factors which affect the decision of which test cases must be tested again and which among them have more importance and must be tested before others. Our proposed method mentioned below highlights the steps taken for efficient implementation of the same.

Coming to machine learning based implementations, in one of the papers the authors used Genetic Algorithm [1] on the regression test suite to prioritize test cases dynamically on the basis of complete code coverage during time-constrained

execution. They implemented two main selection algorithms –PMX and cyclic crossover. The optimization of test cost was

done for a software project with 10 test cases. They assigned a

random cost to each test case and performed the analysis based on this. They considered a random population, minimum test cost as fitness function, 10 as the population size and ran the algorithm for 100 iterations, first choosing PMX crossover and next choosing cyclic crossover and compared the two. They calculated process cost and test cost in each case. The performance comparison of PMX and the Cyclic Crossover in case of a suite of 10 test cases (100 generation) was plotted. Cyclic crossover was found to be less effective in terms of time. The authors also found that cyclic crossover was more effective in terms of test cost optimization. They concluded that the genetic algorithm can be used effectively to perform the work on test case generation but it can be used effectively if there is large number of test cases and large number of possible test sequences. This approach just provides a comparison between the two algorithms. The cost assigned was random. The paper

does not talk about real applications where more complex metrics are involved. In [7] the authors proposed to to get

maximum fault coverage in minimum execution time in

regression testing by using Particle Swarm Optimization (PSO), Genetic Algorithm (GA), Hybrid Particle Swarm

Optimization (HPSO). The algorithm proposed in this research paper executes in polynomial time with complexity of O(n2 )

where, n is the population generated. The evaluation metric chosen is APFD (Average Percentage of Faults Detected). 75.6% of fault coverage has been done by HPSO. The automation of algorithm has provided solid base for its effectiveness. In [8] the authors designed a test suite minimization technique consisting of two modules -The Analyzer module and the Optimizer module. The Analyzer module consists of evolutionary algorithms like Random forest/ Genetic Algorithm. Optimizer module consists of Greedy Algorithm. The N test cases that are to be recommended will be derived upon executing the analyzer. These algorithms are fed with historically derived inputs such

as test case execution frequency, test case failure pattern, change feature pattern and bug fixes & associations. The authors proposed a relevancy based metric that is derived

from historical executions of the test cases. Instead of adopting most literature referred methods such as coverage based and fault counts, the method used in this paper tries to automatically associate important test cases to file changes across builds. From this the most suitable test cases can be found for the regression build.

[9] prioritizes test cases based on total coverage of code components (covering previously uncovered code components), estimated ability to show faults (code that might show a lot of bugs) and compares the rate of fault detection to the fault rates of untreated, randomly ordered, and optimally ordered test suites. Priority of execution of test suites was ordered according to fast rate of code coverage, frequently used features, historically buggy code, increased rate of finding high risk faults, increased likelihood of revealing faults, related to specific code changes in the regression testing process.

# IV. METHODOLOGY

## *Data Collection*

In this project, we have proposed a method which utilizes historical test and source code analysis based features and uses machine learning to generate test case recommendations. These are the test cases which must be prioritized. The data is collected for the metrics mentioned below. To generate this historical data, we chose a sample repository called wicket-bootstrap [10] and collected the metrics by checking out to the various git commits of the repository. An open-source plugin called Clover [11] which is a plugin for maven-based java projects was used to collect data for code coverage and complexity. The data is made available by the plugin through an HTML report which is later scraped and stored in a CSV file. Another java based testing framework called Junit testing was use to find test case run time and the type of error. This generates an XML file which is scraped to store into a csv file.

In the case of test case failure, the category/type of error was identified by scraping the Surefire reports generated during testing.

Information about files changed (number of insertions and deletions) and time of commit was scraped from Github. This was then used to find code maturity per class (more changes within a short duration implies less stable code).

*Metrics :* The metrics were collected for each build of the repository by automating the deployment and testing process over 2000 commits.

The metrics which stood out as most important and which we have collected for the machine learning model based on recent research are:

* Code Coverage - Statement and Branch Level
* Test Case Failure Rate
* Cyclomatic Code Complexity
* Test Case run time
* Type of Error
* Maturity of source code
* Outcome (Pass or Fail)

These metrics are then aggregated into a dataset.There is a need to downsample the metrics as there is a majority of passed testcases and a minority of failures. If not done so, it would lead to an unbalanced dataset. The Github repository (wicket-bootstrap) which it is built from consists of about 2000 commits which approximates to about 8 lakh rows in the dataset.The size of the datasets validates the use of the machine learning model.

## *Machine Learning Model*

The machine learning models we here want to implement includes Random Forest Classifiers, XG Boost, Logistic Regression and Naive Bayes with SMOTE(Synthetic Minority Over-sampling Technique) and Cohen Kappa Score and Probabilistic Neural Networks.

For Random Forest Classifiers, XG Boost and Probabilistic Neural Networks,each of these models are trained on the downsampled set of metrics and their performance is evaluated.

Furthermore, class wise datasets are created. Following this,Logistic Regression and Naive Bayes are trained and evaluated on aggregated class metrics, aggregated source code metrics for every test class, the same is repeated for aggregated source code metrics in which the minority is oversampled using the SMOTE technique.

Each of these models are trained on the metrics and their performance is evaluated. Since the performance of Random Forest Classifiers was the best, it was decided to go ahead with it.

## *Selection of test cases*

For generating the test-case recommendations, we have

optimized the results by using statically generated dependency graphs. For this purpose, we have used an open-source maven plugin called STARTS [12] which stands for Static Regression Test Selection. This tool generates type-dependency-graphs to figure out impacted tests. Therefore, this performs selection and minimization of the test cases. The recommendations are later prioritized by the machine learning model.

Each of the selected test cases is then associated with the most recent metrics from the dataset. This is done by searching through the dataset, commit wise in reverse chronological order. If it is a new test case, it is assigned a set of random test metrics.

Following this, the outcome of each selected test case is predicted by the model, and the test cases are ranked in decreasing order of their probability of failure.

## *Running the test cases*

The test cases, ranked according to decreasing order of their probability of failure, are run using the Surefire plugin. The results of these test cases are collected using the Clover plugin, using which the misclassifications are displayed.

V. RESULTS AND DISCUSSION

The results produced by the Random Forest classifier have an accuracy of 99.99% leading us to believe that there is some amount of overfitting in the model. We believe that working more on the model and making it predict better will lead to better results.

The misclassifications are most likely due to the fact that the most recent metrics of a test case are older.

VI. FUTURE WORK

As more test cases are added to the code and run, its metrics are appended to the dataset. After a certain threshold (that was chosen) is passed,the model is trained on these additional test cases. This eventually makes the model better and will serve as a ground for the future way of Regression Testing, faster and more efficient.
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