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# Мета: Провести трьохфакторний експеримент і отримати адекватну модель – рівняння регресії, використовуючи рототабельний композиційний план.

# Завдання:

1. Ознайомитися з теоретичними відомостями.

2. Вибрати з таблиці варіантів і записати в протокол інтервали значень х1, х2, х3. Обчислити і записати значення, відповідні кодованим значенням

факторів +1; -1;+ ; - ; 0 для 1, 2, 3.

3. Значення функції відгуку знайти за допомогою підстановки в формулу:

yi = f(х1, х2, х3) + random(10)-5,

де f(х1, х2, х3) вибирається по номеру в списку в журналі викладача.

4. Провести експерименти і аналізуючи значення статистичних перевірок, отримати адекватну модель рівняння регресії. При розрахунках

використовувати натуральні значення факторів.

5. Зробити висновки по виконаній роботі.

**Варіант:**
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**Код програми:**

import random  
import numpy  
import math  
import scipy.stats  
import copy  
  
def det(arr):  
 return numpy.linalg.det(numpy.array(arr))  
def coefficients\_interaction\_squares(matrix, matrix\_y, N):  
 *# flag = true, then natural coefficients* matrix = copy.deepcopy(matrix)  
 if True:  
 average\_y = [sum(matrix\_y[i]) / m for i in range(N)]  
 for row in range(N):  
 matrix[row].insert(0, 1)  
 matrix[row].append(average\_y[row])  
  
 matrix\_help = []  
 matrix\_m\_ii = []  
 reverse\_matrix = list(map(list, zip(\*matrix)))  
 for i in range(len(reverse\_matrix) - 1):  
 mult = reverse\_matrix[i]  
 matrix\_m\_ii.append([])  
 for j in range(len(mult)):  
 matrix\_help.append([reverse\_matrix[col][j] \* mult[j] for col in range(len(reverse\_matrix))])  
  
 reverse\_matrix\_m\_ii = list(map(list, zip(\*matrix\_help)))  
 for col in range(len(reverse\_matrix\_m\_ii)):  
 matrix\_m\_ii[i].append(sum(reverse\_matrix\_m\_ii[col]))  
 matrix\_help = []  
  
 list\_k = []  
 for row in range(len(matrix\_m\_ii)):  
 list\_k.append(matrix\_m\_ii[row].pop(-1))  
  
 denominator = matrix\_m\_ii[:]  
 denominator\_det = det(denominator)  
  
 reverse\_det = list(map(list, zip(\*denominator)))  
 list\_b = []  
 for i in range(len(reverse\_det)):  
 numerator = reverse\_det[:]  
 numerator[i] = list\_k  
 list\_b.append(det(list(zip(\*numerator))) / denominator\_det)  
 return list\_b  
  
x1\_min = -25  
x1\_max = -5  
x2\_min = -70  
x2\_max = -10  
x3\_min = -25  
x3\_max = -5  
m = 3  
x\_norm = [[1, -1, -1, -1, 1, 1, 1, -1, 1, 1, 1],  
 [1, -1, 1, 1, -1, -1, 1, -1, 1, 1, 1],  
 [1, 1, -1, 1, -1, 1, -1, -1, 1, 1, 1],  
 [1, 1, 1, -1, 1, -1, -1, -1, 1, 1, 1],  
 [1, -1, -1, 1, 1, -1, -1, 1, 1, 1, 1],  
 [1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 1],  
 [1, 1, -1, -1, -1, -1, 1, 1, 1, 1, 1],  
 [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1],  
 [1, -1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0, 0],  
 [1, 1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0, 0],  
 [1, 0, -1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0],  
 [1, 0, 1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0],  
 [1, 0, 0, -1.73, 0, 0, 0, 0, 0, 0, 2.9929],  
 [1, 0, 0, 1.73, 0, 0, 0, 0, 0, 0, 2.9929]]  
  
x01 = (x1\_min + x1\_max) / 2  
x02 = (x2\_min + x2\_max) / 2  
x03 = (x3\_min + x3\_max) / 2  
  
dx1 = x1\_max - x01  
dx2 = x2\_max - x02  
dx3 = x3\_max - x03  
l = 1.73  
x\_nat = [[1, x1\_min, x2\_min, x3\_min, x1\_min \* x2\_min, x1\_min \* x3\_min, x2\_min \* x3\_min, x1\_min \* x2\_min \* x3\_min, x1\_min \* x1\_min,  
 x2\_min \* x2\_min, x3\_min \* x3\_min],  
 [1, x1\_min, x2\_max, x3\_max, x1\_min \* x2\_max, x1\_min \* x3\_max, x2\_max \* x3\_max, x1\_min \* x2\_max \* x3\_max, x1\_min \* x1\_min,  
 x2\_max \* x2\_max, x3\_max \* x3\_max],  
 [1, x1\_max, x2\_min, x3\_max, x1\_max \* x2\_min, x1\_max \* x3\_max, x2\_min \* x3\_max, x1\_max \* x2\_min \* x3\_max, x1\_max \* x1\_max,  
 x2\_min \* x2\_min, x3\_max \* x3\_max],  
 [1, x1\_max, x2\_max, x3\_min, x1\_max \* x2\_max, x1\_max \* x3\_min, x2\_max \* x3\_min, x1\_max \* x2\_max \* x3\_min, x1\_max \* x1\_max,  
 x2\_max \* x2\_max, x3\_min \* x3\_min],  
 [1, x1\_min, x2\_min, x3\_max, x1\_min \* x2\_min, x1\_min \* x3\_max, x2\_min \* x3\_max, x1\_min \* x2\_min \* x3\_max, x1\_min \* x1\_min,  
 x2\_min \* x2\_min, x3\_max \* x3\_max],  
 [1, x1\_min, x2\_max, x3\_min, x1\_min \* x2\_max, x1\_min \* x3\_min, x2\_max \* x3\_min, x1\_min \* x2\_max \* x3\_min, x1\_min \* x1\_min,  
 x2\_max \* x2\_max, x3\_min \* x3\_min],  
 [1, x1\_max, x2\_min, x3\_min, x1\_max \* x2\_min, x1\_max \* x3\_min, x2\_min \* x3\_min, x1\_max \* x2\_min \* x3\_min, x1\_max \* x1\_max,  
 x2\_min \* x2\_min, x3\_min \* x3\_min],  
 [1, x1\_max, x2\_max, x3\_max, x1\_max \* x2\_max, x1\_max \* x3\_max, x2\_max \* x3\_max, x1\_max \* x2\_max \* x3\_max, x1\_max \* x1\_max,  
 x2\_max \* x2\_max, x3\_max \* x3\_max],  
 [1, -l \* dx1 + x01, x02, x03, (-l \* dx1 + x01) \* x02, (-l \* dx1 + x01) \* x03, x02 \* x03,  
 (-l \* dx1 + x01) \* x02 \* x03, (-l \* dx1 + x01) \* (-l \* dx1 + x01), x02 \* x02, x03 \* x03],  
 [1, l \* dx1 + x01, x02, x03, (l \* dx1 + x01) \* x02, (l \* dx1 + x01) \* x03, x02 \* x03,  
 (l \* dx1 + x01) \* x02 \* x03, (l \* dx1 + x01) \* (l \* dx1 + x01), x02 \* x02, x03 \* x03],  
 [1, x01, -l \* dx2 + x02, x03, x01 \* (-l \* dx2 + x02), x01 \* x03, (-l \* dx2 + x02) \* x03,  
 x01 \* (-l \* dx2 + x02) \* x03, x01 \* x01, (-l \* dx2 + x02) \* (-l \* dx2 + x02), x03 \* x03],  
 [1, x01, l \* dx2 + x02, x03, x01 \* (l \* dx2 + x02), x01 \* x03, (l \* dx2 + x02) \* x03,  
 x01 \* (l \* dx2 + x02) \* x03, x01 \* x01, (l \* dx2 + x02) \* (l \* dx2 + x02), x03 \* x03],  
 [1, x01, x02, -l \* dx3 + x03, x01 \* x02, x01 \* (-l \* dx3 + x03), x02 \* (-l \* dx3 + x03),  
 x01 \* x02 \* (-l \* dx3 + x03), x01 \* x01, x02 \* x02, (-l \* dx3 + x03) \* (-l \* dx3 + x03)],  
 [1, x01, x02, l \* dx3 + x03, x01 \* x02, x01 \* (l \* dx3 + x03), x02 \* (l \* dx3 + x03),  
 x01 \* x02 \* (l \* dx3 + x03), x01 \* x01, x02 \* x02, (l \* dx3 + x03) \* (l \* dx3 + x03)]]  
  
print(**"X нормалізоване = "**)  
for i in range(14):  
 print(x\_norm[i])  
  
print(**"X натуралізоване = "**)  
for i in range(14):  
 print(x\_nat[i])  
  
D = [0]\*14  
ySr = [0]\*14  
flag = True  
y = []  
while flag:  
 y = [[4.6 +   
 5.6 \* x\_nat[i][1] +  
 7.0 \* x\_nat[i][2] +  
 3.9 \* x\_nat[i][3] +  
 1.6 \* x\_nat[i][1] \* x\_nat[i][1] +  
 0.7 \* x\_nat[i][2] \* x\_nat[i][2] +  
 0.5 \* x\_nat[i][3] \* x\_nat[i][3] +  
 9.6 \* x\_nat[i][1] \* x\_nat[i][2] +  
 0.6 \* x\_nat[i][1] \* x\_nat[i][3] +  
 2.5 \* x\_nat[i][2] \* x\_nat[i][3] +  
 3.7 \* x\_nat[i][1] \* x\_nat[i][2] \* x\_nat[i][3]  
 + random.randint(0, 10) - 5 for j in range(m)] for i in range(14)]  
 print(**"Y = "**)  
 for i in range(14):  
 print(y[i])  
  
 for i in range(m):  
 for j in range(len(ySr)):  
 ySr[j] += y[j][i]  
 ySr = list(map(lambda x: x/m, ySr))  
  
 mx1 = 0  
 mx2 = 0  
 mx3 = 0  
 a11, a22, a33 = 0, 0, 0  
 a12 = a21 = 0  
 a13 = a31 = 0  
 a23 = a32 = 0  
 for i in range(14):  
 mx1 += x\_nat[i][1]  
 mx2 += x\_nat[i][2]  
 mx3 += x\_nat[i][3]  
 a11 += x\_nat[i][1] \*\* 2  
 a22 += x\_nat[i][2] \*\* 2  
 a33 += x\_nat[i][3] \*\* 2  
 a12 += x\_nat[i][1] \* x\_nat[i][2]  
 a13 += x\_nat[i][1] \* x\_nat[i][3]  
 a23 += x\_nat[i][2] \* x\_nat[i][3]  
 mx1 = mx1 / 14  
 mx2 = mx2 / 14  
 mx3 = mx3 / 14  
 a11 = a11 / 14  
 a22 = a22 / 14  
 a33 = a33 / 14  
 a12 = a21 = a12 / 14  
 a13 = a31 = a13 / 14  
 a23 = a32 = a23 / 14  
 a1 = 0  
 a2 = 0  
 a3 = 0  
 my = 0  
 for i in range(14):  
 a1 += x\_nat[i][1] \* ySr[i]  
 a2 += x\_nat[i][2] \* ySr[i]  
 a3 += x\_nat[i][3] \* ySr[i]  
 my += ySr[i]  
  
 a1 = a1 / 14  
 a2 = a2 / 14  
 a3 = a3 / 14  
 my = my / 14  
 a = numpy.array([[1, mx1, mx2, mx3],  
 [mx1, a11, a12, a13],  
 [mx2, a12, a22, a32],  
 [mx3, a13, a23, a33]])  
 c = numpy.array([[my], [a1], [a2], [a3]])  
 b = numpy.linalg.solve(a, c)  
 print(**"Рівняння регресії"**)  
 print(**"y = "**, round(b[0][0], 2), **"+"**, round(b[1][0], 2), **" \* x1 +"**, round(b[2][0], 2), **" \* x2 +"**, round(b[3][0], 2),  
 **"\* x3"**)  
  
 for i in range(m):  
 for j in range(len(D)):  
 D[j] += pow((y[j][i] - ySr[j]),2)  
 D = list(map(lambda x: x/m, D))  
 print(D)  
 Dmax = max(D)  
 Gp = Dmax / sum(D)  
 f1 = m - 1  
 f2 = 14  
 q = 0.05  
 Gt = 0.35  
 if f1 == 3:  
 Gt = 0.3  
 if Gp < Gt:  
 print(Gp, **"<"**, Gt)  
 print(**"Дисперcія однорідна"**)  
 print(**"m = "**, m, **"**\n**"**)  
 flag = False  
 else:  
 print(Gp, **">"**, Gt)  
 print(**"Дисперcія неоднорідна**\n**"**)  
 print(**"m = "**, m)  
 m += 1  
  
DB = sum(D) / 14  
Dbeta2 = DB / (14 \* m)  
Dbeta = math.sqrt(Dbeta2)  
beta0 = (ySr[0] \* x\_norm[0][0] + ySr[1] \* x\_norm[1][0] + ySr[2] \* x\_norm[2][0] + ySr[3] \* x\_norm[3][0] + x\_norm[4][0] \* ySr[4] +  
 x\_norm[5][0] \* ySr[5] + x\_norm[6][0] \* ySr[6] + x\_norm[7][0] \* ySr[7] + ySr[8] \* x\_norm[8][0] + ySr[9] \* x\_norm[9][  
 0] + ySr[10] \* x\_norm[10][0] + ySr[11] \* x\_norm[11][0] + x\_norm[12][0] \* ySr[12] +  
 x\_norm[13][0] \* ySr[13]) / 14  
beta1 = (ySr[0] \* x\_norm[0][1] + ySr[1] \* x\_norm[1][1] + ySr[2] \* x\_norm[2][1] + ySr[3] \* x\_norm[3][1] + x\_norm[4][1] \* ySr[4] +  
 x\_norm[5][1] \* ySr[5] + x\_norm[6][1] \* ySr[6] + x\_norm[7][1] \* ySr[7] + ySr[8] \* x\_norm[8][1] + ySr[9] \* x\_norm[9][  
 1] + ySr[10] \* x\_norm[10][1] + ySr[11] \* x\_norm[11][1] + x\_norm[12][1] \* ySr[12] +  
 x\_norm[13][1] \* ySr[13]) / 14  
beta2 = (ySr[0] \* x\_norm[0][2] + ySr[1] \* x\_norm[1][2] + ySr[2] \* x\_norm[2][2] + ySr[3] \* x\_norm[3][2] + x\_norm[4][2] \* ySr[4] +  
 x\_norm[5][2] \* ySr[5] + x\_norm[6][2] \* ySr[6] + x\_norm[7][2] \* ySr[7] + ySr[8] \* x\_norm[8][2] + ySr[9] \* x\_norm[9][  
 2] + ySr[10] \* x\_norm[10][2] + ySr[11] \* x\_norm[11][2] + x\_norm[12][2] \* ySr[12] +  
 x\_norm[13][2] \* ySr[13]) / 14  
beta3 = (ySr[0] \* x\_norm[0][3] + ySr[1] \* x\_norm[1][3] + ySr[2] \* x\_norm[2][3] + ySr[3] \* x\_norm[3][3] + x\_norm[4][3] \* ySr[4] +  
 x\_norm[5][3] \* ySr[5] + x\_norm[6][3] \* ySr[6] + x\_norm[7][3] \* ySr[7] + ySr[8] \* x\_norm[8][3] + ySr[9] \* x\_norm[9][  
 3] + ySr[10] \* x\_norm[10][3] + ySr[11] \* x\_norm[11][3] + x\_norm[12][3] \* ySr[12] +  
 x\_norm[13][3] \* ySr[13]) / 14  
  
tN = []  
for i in range(4):  
 tN.append((locals().get(**"beta"**+str(i)))/Dbeta)  
  
f3 = f1 \* f2  
ttabl = 2.048  
if f3 > 25:  
 ttabl = 1.960  
print(**"Оцінимо значимість коефіцієнтів регресіїї згідно критерію Стьюдента"**)  
str(list(map(lambda x: print(str(x), **" "**, ttabl), tN)))  
  
coef = [1, 0, 0, 0]  
for i in range(len(tN)):  
 if tN[i] > ttabl:  
 coef[i] = 1  
print(**"Значимі коефіцієнти (1 - значимий) "**, coef, **"**\n**"**)  
yQ = [[0]]\*14  
for i in range(14):  
 for j in range(4):  
 yQ[i][0] += coef[j] \* b[j] \* x\_nat[i][j]  
  
print(**"Рівняння регресії згідно критерію Стьюдента"**)  
print(**"y = "**, coef[0] \* round(b[0][0], 4), **"+"**, coef[1] \* round(b[1][0], 4), **" \* x1 +"**, coef[2] \* round(b[2][0], 4),  
 **" \* x2 +"**, coef[3] \* round(b[3][0], 4),  
 **"\* x3"**)  
*# Фишер*d = 0  
for i in range(len(coef)):  
 if coef[i] == 1:  
 d += 1  
f4 = 14 - d  
S\_ad = (m / (14 - d)) \* (pow((yQ[0][0] - ySr[0]), 2) + pow((yQ[1][0] - ySr[1]), 2) + pow((yQ[2][0] - ySr[2]), 2) + pow(  
 (yQ[3][0] - ySr[3]), 2)  
 + pow((yQ[4][0] - ySr[4]), 2) + pow((yQ[5][0] - ySr[5]), 2) + pow((yQ[6][0] - ySr[6]), 2) + pow(  
 (yQ[7][0] - ySr[7]), 2) + pow((yQ[8][0] - ySr[8]), 2) + pow((yQ[9][0] - ySr[9]), 2) + pow(  
 (yQ[10][0] - ySr[10]), 2) + pow(  
 (yQ[11][0] - ySr[11]), 2)  
 + pow((yQ[12][0] - ySr[12]), 2) + pow((yQ[13][0] - ySr[13]), 2))  
Fp = S\_ad / DB  
Ft = 4.1709  
if f4 == 13:  
 Fp = 3.3158  
if f4 == 12:  
 Fp = 2.9223  
if f4 == 11:  
 Fp = 2.6896  
if f4 == 10:  
 Fp = 2.5336  
if f4 == 9:  
 Fp = 2.4205  
if f4 == 8:  
 Fp = 2.3343  
if f4 == 7:  
 Fp = 2.2662  
if f4 == 6:  
 Fp = 2.2107  
if f4 == 5:  
 Fp = 2.1646  
if f4 == 4:  
 Fp = 2.1256  
if f4 == 3:  
 Fp = 2.0921  
if f4 == 2:  
 Fp = 2.063  
if f4 == 1:  
 Fp = 2.0374  
adect = 1  
if Fp > Ft:  
 print(**"Рівняння регресії неадекватно оригіналу при рівні значимості 0.05 за критерієм Фішера**\n**"**)  
 adect = 1  
else:  
 print(**"Рівняння регресії адекватно оригіналу при рівні значимості 0.05 за критерієм Фішера"**)  
 adect = 1  
  
flag2 = False  
if adect == 1:  
 m0\_0 = 8  
 m1\_0 = m0\_1 = 0  
 m2\_0 = m0\_2 = 0  
 m3\_0 = m0\_3 = 0  
 m4\_0 = m0\_4 = 0  
 m5\_0 = m0\_5 = 0  
 m6\_0 = m0\_6 = 0  
 m7\_0 = m0\_7 = 0  
 m1\_2 = m2\_1 = 0  
 m1\_3 = m3\_1 = 0  
 m1\_4 = m4\_1 = 0  
 m1\_5 = m5\_1 = 0  
 m1\_6 = m6\_1 = 0  
 m1\_7 = m7\_1 = 0  
 m2\_3 = m3\_2 = 0  
 m2\_4 = m4\_2 = 0  
 m2\_5 = m5\_2 = 0  
 m2\_6 = m6\_2 = 0  
 m2\_7 = m7\_2 = 0  
 m3\_4 = m4\_3 = 0  
 m3\_5 = m5\_3 = 0  
 m3\_6 = m6\_3 = 0  
 m3\_7 = m7\_3 = 0  
 m4\_5 = m5\_4 = 0  
 m4\_6 = m6\_4 = 0  
 m4\_7 = m7\_4 = 0  
 m5\_6 = m6\_5 = 0  
 m5\_7 = m7\_5 = 0  
 m6\_7 = m7\_6 = 0  
  
 m1\_1 = 0  
 m2\_2 = 0  
 m3\_3 = 0  
 m4\_4 = 0  
 m5\_5 = 0  
 m6\_6 = 0  
 m7\_7 = 0  
  
 for i in range(14):  
 m1\_0 += x\_nat[i][1]  
 m2\_0 += x\_nat[i][2]  
 m3\_0 += x\_nat[i][3]  
 m4\_0 += x\_nat[i][1] \* x\_nat[i][2]  
 m5\_0 += x\_nat[i][1] \* x\_nat[i][3]  
 m6\_0 += x\_nat[i][3] \* x\_nat[i][2]  
 m7\_0 += x\_nat[i][1] \* x\_nat[i][2] \* x\_nat[i][3]  
 m1\_2 += x\_nat[i][1] \* x\_nat[i][2]  
 m1\_3 += x\_nat[i][1] \* x\_nat[i][3]  
 m1\_4 += pow(x\_nat[i][1], 2) \* x\_nat[i][2]  
 m1\_5 += pow(x\_nat[i][1], 2) \* x\_nat[i][3]  
 m1\_6 += x\_nat[i][1] \* x\_nat[i][2] \* x\_nat[i][3]  
 m1\_7 += pow(x\_nat[i][1], 2) \* x\_nat[i][2] \* x\_nat[i][3]  
 m2\_3 += x\_nat[i][3] \* x\_nat[i][2]  
 m2\_4 += pow(x\_nat[i][2], 2) \* x\_nat[i][1]  
 m2\_5 += x\_nat[i][1] \* x\_nat[i][2] \* x\_nat[i][3]  
 m2\_6 += pow(x\_nat[i][2], 2) \* x\_nat[i][3]  
 m2\_7 += pow(x\_nat[i][2], 2) \* x\_nat[i][3] \* x\_nat[i][1]  
 m3\_4 += x\_nat[i][1] \* x\_nat[i][2] \* x\_nat[i][3]  
 m3\_5 += pow(x\_nat[i][3], 2) \* x\_nat[i][1]  
 m3\_6 += pow(x\_nat[i][3], 2) \* x\_nat[i][2]  
 m3\_7 += pow(x\_nat[i][3], 2) \* x\_nat[i][2] \* x\_nat[i][1]  
 m4\_5 += pow(x\_nat[i][1], 2) \* x\_nat[i][2] \* x\_nat[i][3]  
 m4\_6 += pow(x\_nat[i][2], 2) \* x\_nat[i][3] \* x\_nat[i][1]  
 m4\_7 += pow(x\_nat[i][1], 2) \* pow(x\_nat[i][2], 2) \* x\_nat[i][3]  
 m5\_6 += pow(x\_nat[i][3], 2) \* x\_nat[i][2] \* x\_nat[i][1]  
 m5\_7 += pow(x\_nat[i][1], 2) \* pow(x\_nat[i][3], 2) \* x\_nat[i][2]  
 m6\_7 += pow(x\_nat[i][2], 2) \* pow(x\_nat[i][3], 2) \* x\_nat[i][1]  
  
 m1\_1 += pow(x\_nat[i][1], 2)  
 m2\_2 += pow(x\_nat[i][2], 2)  
 m3\_3 += pow(x\_nat[i][3], 2)  
 m4\_4 += pow(x\_nat[i][1], 2) \* pow(x\_nat[i][2], 2)  
 m5\_5 += pow(x\_nat[i][1], 2) \* pow(x\_nat[i][3], 2)  
 m6\_6 += pow(x\_nat[i][2], 2) \* pow(x\_nat[i][3], 2)  
 m7\_7 += pow(x\_nat[i][1], 2) \* pow(x\_nat[i][2], 2) \* pow(x\_nat[i][3], 2)  
 m0\_1 = m0\_1 / 14  
 m0\_2 = m0\_2 / 14  
 m0\_3 = m0\_3 / 14  
 m0\_4 = m0\_4 / 14  
 m0\_5 = m0\_5 / 14  
 m0\_6 = m0\_6 / 14  
 m0\_7 = m0\_7 / 14  
 m2\_1 = m2\_1 / 14  
 m3\_1 = m3\_1 / 14  
 m4\_1 = m4\_1 / 14  
 m5\_1 = m5\_1 / 14  
 m6\_1 = m6\_1 / 14  
 m7\_1 = m7\_1 / 14  
 m3\_2 = m3\_2 / 14  
 m4\_2 = m4\_2 / 14  
 m5\_2 = m5\_2 / 14  
 m6\_2 = m6\_2 / 14  
 m7\_2 = m7\_2 / 14  
 m4\_3 = m4\_3 / 14  
 m5\_3 = m5\_3 / 14  
 m6\_3 = m6\_3 / 14  
 m7\_3 = m7\_3 / 14  
 m5\_4 = m5\_4 / 14  
 m6\_4 = m6\_4 / 14  
 m7\_4 = m7\_4 / 14  
 m6\_5 = m6\_5 / 14  
 m7\_5 = m7\_5 / 14  
 m7\_6 = m7\_6 / 14  
 m0\_1 = m1\_0  
 m0\_2 = m2\_0  
 m0\_3 = m3\_0  
 m0\_4 = m4\_0  
 m0\_5 = m5\_0  
 m0\_6 = m6\_0  
 m0\_7 = m7\_0  
 m2\_1 = m1\_2  
 m3\_1 = m1\_3  
 m4\_1 = m1\_4  
 m5\_1 = m1\_5  
 m6\_1 = m1\_6  
 m7\_1 = m1\_7  
 m3\_2 = m2\_3  
 m4\_2 = m2\_4  
 m5\_2 = m2\_5  
 m6\_2 = m2\_6  
 m7\_2 = m2\_7  
 m4\_3 = m3\_4  
 m5\_3 = m3\_5  
 m6\_3 = m3\_6  
 m7\_3 = m3\_7  
 m5\_4 = m4\_5  
 m6\_4 = m4\_6  
 m7\_4 = m4\_7  
 m6\_5 = m5\_6  
 m7\_5 = m5\_7  
 m7\_6 = m6\_7  
  
 k0 = 0  
 k1 = 0  
 k2 = 0  
 k3 = 0  
 k4 = 0  
 k5 = 0  
 k6 = 0  
 k7 = 0  
 for i in range(14):  
 k0 += ySr[i]  
 k1 += ySr[i] \* x\_nat[i][1]  
 k2 += ySr[i] \* x\_nat[i][2]  
 k3 += ySr[i] \* x\_nat[i][3]  
 k4 += ySr[i] \* x\_nat[i][1] \* x\_nat[i][2]  
 k5 += ySr[i] \* x\_nat[i][1] \* x\_nat[i][3]  
 k6 += ySr[i] \* x\_nat[i][2] \* x\_nat[i][3]  
 k7 += ySr[i] \* x\_nat[i][1] \* x\_nat[i][2] \* x\_nat[i][3]  
 a = numpy.array([[m0\_0, m1\_0, m2\_0, m3\_0, m4\_0, m5\_0, m6\_0, m7\_0],  
 [m0\_1, m1\_1, m2\_1, m3\_1, m4\_1, m5\_1, m6\_1, m7\_1],  
 [m0\_2, m1\_2, m2\_2, m3\_2, m4\_2, m5\_2, m6\_2, m7\_2],  
 [m0\_3, m1\_3, m2\_3, m3\_3, m4\_3, m5\_3, m6\_3, m7\_3],  
 [m0\_4, m1\_4, m2\_4, m3\_4, m4\_4, m5\_4, m6\_4, m7\_4],  
 [m0\_5, m1\_5, m2\_5, m3\_5, m4\_5, m5\_5, m6\_5, m7\_5],  
 [m0\_6, m1\_6, m2\_6, m3\_6, m4\_6, m5\_6, m6\_6, m7\_6],  
 [m0\_7, m1\_7, m2\_7, m3\_7, m4\_7, m5\_7, m6\_7, m7\_7]])  
 c = numpy.array([[k0], [k1], [k2], [k3], [k4], [k5], [k6], [k7]])  
 b = numpy.linalg.solve(a, c)  
 print(**"Рівняння регресії з ефектом взаємодії: "**)  
 print(**"y = "**, round(b[0][0], 4), **"+"**, round(b[1][0], 4), **" \* x1 +"**, round(b[2][0], 4), **" \* x2 +"**, round(b[3][0], 4),  
 **"\* x3 +"**, round(b[4][0], 4),  
 **" \* x1 \* x2 +"**, round(b[5][0], 4), **" \* x1 \* x3 +"**, round(b[6][0], 4), **"\* x2 \* x3 +"**, round(b[7][0], 4),  
 **" \* x1 \* x2 \* x3**\n**"**)  
 DB = sum(D)/14  
 Dbeta2 = DB / (14 \* m)  
 Dbeta = math.sqrt(Dbeta2)  
 beta0 = (ySr[0] \* x\_norm[0][0] + ySr[1] \* x\_norm[1][0] + ySr[2] \* x\_norm[2][0] + ySr[3] \* x\_norm[3][0] + x\_norm[4][0] \* ySr[4] +  
 x\_norm[5][0] \* ySr[5] + x\_norm[6][0] \* ySr[6] + x\_norm[7][0] \* ySr[7] + ySr[8] \* x\_norm[8][0] + ySr[9] \* x\_norm[9][  
 0] + ySr[10] \* x\_norm[10][0] + ySr[11] \* x\_norm[11][0] + x\_norm[12][0] \* ySr[12] +  
 x\_norm[13][0] \* ySr[13]) / 14  
 beta1 = (ySr[0] \* x\_norm[0][1] + ySr[1] \* x\_norm[1][1] + ySr[2] \* x\_norm[2][1] + ySr[3] \* x\_norm[3][1] + x\_norm[4][1] \* ySr[4] +  
 x\_norm[5][1] \* ySr[5] + x\_norm[6][1] \* ySr[6] + x\_norm[7][1] \* ySr[7] + ySr[8] \* x\_norm[8][1] + ySr[9] \* x\_norm[9][  
 1] + ySr[10] \* x\_norm[10][1] + ySr[11] \* x\_norm[11][1] + x\_norm[12][1] \* ySr[12] +  
 x\_norm[13][1] \* ySr[13]) / 14  
 beta2 = (ySr[0] \* x\_norm[0][2] + ySr[1] \* x\_norm[1][2] + ySr[2] \* x\_norm[2][2] + ySr[3] \* x\_norm[3][2] + x\_norm[4][2] \* ySr[4] +  
 x\_norm[5][2] \* ySr[5] + x\_norm[6][2] \* ySr[6] + x\_norm[7][2] \* ySr[7] + ySr[8] \* x\_norm[8][2] + ySr[9] \* x\_norm[9][  
 2] + ySr[10] \* x\_norm[10][2] + ySr[11] \* x\_norm[11][2] + x\_norm[12][2] \* ySr[12] +  
 x\_norm[13][2] \* ySr[13]) / 14  
 beta3 = (ySr[0] \* x\_norm[0][3] + ySr[1] \* x\_norm[1][3] + ySr[2] \* x\_norm[2][3] + ySr[3] \* x\_norm[3][3] + x\_norm[4][3] \* ySr[4] +  
 x\_norm[5][3] \* ySr[5] + x\_norm[6][3] \* ySr[6] + x\_norm[7][3] \* ySr[7] + ySr[8] \* x\_norm[8][3] + ySr[9] \* x\_norm[9][  
 3] + ySr[10] \* x\_norm[10][3] + ySr[11] \* x\_norm[11][3] + x\_norm[12][3] \* ySr[12] +  
 x\_norm[13][3] \* ySr[13]) / 14  
 beta4 = (ySr[0] \* x\_norm[0][4] + ySr[1] \* x\_norm[1][4] + ySr[2] \* x\_norm[2][4] + ySr[3] \* x\_norm[3][4] + x\_norm[4][4] \* ySr[4] +  
 x\_norm[5][4] \* ySr[5] + x\_norm[6][4] \* ySr[6] + x\_norm[7][4] \* ySr[7] + ySr[8] \* x\_norm[8][4] + ySr[9] \* x\_norm[9][  
 4] + ySr[10] \* x\_norm[10][4] + ySr[11] \* x\_norm[11][4] + x\_norm[12][4] \* ySr[12] +  
 x\_norm[13][4] \* ySr[13]) / 14  
 beta5 = (ySr[0] \* x\_norm[0][5] + ySr[1] \* x\_norm[1][5] + ySr[2] \* x\_norm[2][5] + ySr[3] \* x\_norm[3][5] + x\_norm[4][5] \* ySr[4] +  
 x\_norm[5][5] \* ySr[5] + x\_norm[6][5] \* ySr[6] + x\_norm[7][5] \* ySr[7] + ySr[8] \* x\_norm[8][5] + ySr[9] \* x\_norm[9][5]  
 + ySr[10] \* x\_norm[10][5] + ySr[11] \* x\_norm[11][5] + x\_norm[12][5] \* ySr[12] +  
 x\_norm[13][5] \* ySr[13]) / 14  
 beta6 = (ySr[0] \* x\_norm[0][6] + ySr[1] \* x\_norm[1][6] + ySr[2] \* x\_norm[2][6] + ySr[3] \* x\_norm[3][6] + x\_norm[4][6] \* ySr[4] +  
 x\_norm[5][6] \* ySr[5] + x\_norm[6][6] \* ySr[6] + x\_norm[7][6] \* ySr[7] + ySr[8] \* x\_norm[8][6] + ySr[9] \* x\_norm[9][  
 6] + ySr[10] \* x\_norm[10][6] + ySr[11] \* x\_norm[11][6] + x\_norm[12][6] \* ySr[12] +  
 x\_norm[13][6] \* ySr[13]) / 14  
 beta7 = (ySr[0] \* x\_norm[0][7] + ySr[1] \* x\_norm[1][7] + ySr[2] \* x\_norm[2][7] + ySr[3] \* x\_norm[3][7] + x\_norm[4][7] \* ySr[4] +  
 x\_norm[5][7] \* ySr[5] + x\_norm[6][7] \* ySr[6] + x\_norm[7][7] \* ySr[7] + ySr[8] \* x\_norm[8][7] + ySr[9] \* x\_norm[9][  
 7] + ySr[10] \* x\_norm[10][7] + ySr[11] \* x\_norm[11][7] + x\_norm[12][7] \* ySr[12] +  
 x\_norm[13][7] \* ySr[13]) / 14  
  
 tN = []  
 for i in range(8):  
 tN.append(abs(locals().get(**"beta"**+str(i))) / Dbeta)  
  
 f3 = f1 \* f2  
 ttabl = 2.048  
 if f3 > 25:  
 ttabl = 1.960  
 print(**"Оцінимо значимість коефіцієнтів регресіїї згідно критерію Стьюдента"**)  
 str(list(map(lambda x: print(str(x), **" "**, ttabl), tN)))  
  
 coef = [1, 0, 0, 0, 0, 0, 0, 0]  
 for k in range(8):  
 if tN[k] > ttabl:  
 coef[k] = 1  
 print(**"Значимі коефіцієнти (1 - значимий) "**, coef, **"**\n**"**)  
 yQ = [[0]]\*14  
 for i in range(14):  
 for j in range(8):  
 yQ[i][0] += coef[j] \* b[j] \* x\_nat[i][j]  
  
 print(**"Рівняння регресії згідно критерію Стьюдента"**)  
 print(**"y = "**, coef[0] \* round(b[0][0], 4), **"+"**, coef[1] \* round(b[1][0], 4), **" \* x1 +"**, coef[2] \* round(b[2][0], 4),  
 **" \* x2 +"**, coef[3] \* round(b[3][0], 4),  
 **"\* x3 +"**, coef[4] \* round(b[4][0], 4), **" \* x1 \* x2 +"**, coef[5] \* round(b[5][0], 4), **" \* x1 \* x3 +"**,  
 coef[6] \* round(b[6][0], 4),  
 **"\* x2 \* x3 +"**, coef[7] \* round(b[7][0], 4),  
 **" \* x1 \* x2 \* x3"**)  
 *# Фишер* d = 0  
 for i in range(len(coef)):  
 if coef[i] == 1:  
 d += 1  
 f4 = 14 - d  
 S\_ad = (m / (14 - d)) \* (pow((yQ[0][0] - ySr[0]), 2) + pow((yQ[1][0] - ySr[1]), 2) + pow((yQ[2][0] - ySr[2]), 2) + pow(  
 (yQ[3][0] - ySr[3]), 2)  
 + pow((yQ[4][0] - ySr[4]), 2) + pow((yQ[5][0] - ySr[5]), 2) + pow((yQ[6][0] - ySr[6]), 2) + pow(  
 (yQ[7][0] - ySr[7]), 2) + pow((yQ[8][0] - ySr[8]), 2) + pow((yQ[9][0] - ySr[9]), 2) + pow(  
 (yQ[10][0] - ySr[10]), 2) + pow(  
 (yQ[11][0] - ySr[11]), 2)  
 + pow((yQ[12][0] - ySr[12]), 2) + pow((yQ[13][0] - ySr[13]), 2))  
 Fp = S\_ad / DB  
 Ft = 4.1709  
 if f4 == 13:  
 Fp = 3.3158  
 if f4 == 12:  
 Fp = 2.9223  
 if f4 == 11:  
 Fp = 2.6896  
 if f4 == 10:  
 Fp = 2.5336  
 if f4 == 9:  
 Fp = 2.4205  
 if f4 == 8:  
 Fp = 2.3343  
 if f4 == 7:  
 Fp = 2.2662  
 if f4 == 6:  
 Fp = 2.2107  
 if f4 == 5:  
 Fp = 2.1646  
 if f4 == 4:  
 Fp = 2.1256  
 if f4 == 3:  
 Fp = 2.0921  
 if f4 == 2:  
 Fp = 2.063  
 if f4 == 1:  
 Fp = 2.0374  
 if Fp > Ft:  
 print(**"Рівняння регресії неадекватно оригіналу при рівні значимості 0.05 за критерієм Фішера**\n**"**)  
 flag2 = False  
 else:  
 print(**"Рівняння регресії адекватно оригіналу при рівні значимості 0.05 за критерієм Фішера"**)  
 flag2 = False  
  
if flag2 == False:  
 if Gp < Gt:  
 print(Gp, **"<"**, Gt)  
 print(**"Дисперcія однорідна"**)  
 print(**"m = "**, m, **"**\n**"**)  
 else:  
 print(Gp, **">"**, Gt)  
 print(**"Дисперcія неоднорідна**\n**"**)  
 print(**"m="**, m)  
  
 ySrNew = list()  
 for i in range(len(ySr)):  
 ySrNew.append(ySr[i])  
  
 matrix = [[0 for i in range(11)] for j in range(11)]  
 k5 = [0]\*11  
  
 for i in range(14):  
 for j in range(11):  
 matrix[0][j] += x\_nat[i][j]  
 matrix[1][j] += x\_nat[i][j] \* x\_nat[i][1]  
 matrix[2][j] += x\_nat[i][j] \* x\_nat[i][2]  
 matrix[3][j] += x\_nat[i][j] \* x\_nat[i][3]  
 matrix[4][j] += x\_nat[i][j] \* x\_nat[i][4]  
 matrix[5][j] += x\_nat[i][j] \* x\_nat[i][5]  
 matrix[6][j] += x\_nat[i][j] \* x\_nat[i][6]  
 matrix[7][j] += x\_nat[i][j] \* x\_nat[i][7]  
 matrix[8][j] += x\_nat[i][j] \* x\_nat[i][8]  
 matrix[9][j] += x\_nat[i][j] \* x\_nat[i][9]  
 matrix[10][j] += x\_nat[i][j] \* x\_nat[i][10]  
 k5[j] += x\_nat[i][j] \* ySrNew[j]  
  
  
 for i in range(11):  
 matrix[i]= list(map(lambda x: x/14, matrix[i]))  
 k5 = list(map(lambda x: x / 14, k5))  
 a = numpy.array(matrix)  
 c = numpy.array(k5)  
 b5 = numpy.linalg.solve(a, c)  
  
 print(**"Рівняння регресії з урахуванням квадратичних членів: "**)  
 print(**"y = "**, round(b5[0], 4), **"+"**, round(b5[1], 4), **" \* x1 +"**, round(b5[2], 4), **" \* x2 +"**,  
 round(b5[3], 4),  
 **"\* x3 +"**, round(b5[4], 4),  
 **" \* x1 \* x2 +"**, round(b5[5], 4), **" \* x1 \* x3 +"**, round(b5[6], 4), **"\* x2 \* x3 +"**, round(b5[7], 4),  
 **" \* x1 \* x2 \* x3 + "**, round(b5[8], 4), **"\* x1^2 + "**, round(b5[9], 4), **"\* x2^2"**, round(b5[10], 4),  
 **"\* x3^2"**)  
 DB = sum(D)/14  
 Dbeta2 = DB / (15 \* m)  
 Dbeta\_1 = math.sqrt(Dbeta2)  
 beta0 = (ySr[0] \* x\_norm[0][0] + ySr[1] \* x\_norm[1][0] + ySr[2] \* x\_norm[2][0] + ySr[3] \* x\_norm[3][0] + x\_norm[4][0] \* ySr[4] +  
 x\_norm[5][0] \* ySr[5] + x\_norm[6][0] \* ySr[6] + x\_norm[7][0] \* ySr[7] + ySr[8] \* x\_norm[8][0] + ySr[9] \* x\_norm[9][  
 0] + ySr[10] \* x\_norm[10][0] + ySr[11] \* x\_norm[11][0] + x\_norm[12][0] \* ySr[12] +  
 x\_norm[13][0] \* ySr[13]) / 14  
 beta1 = (ySr[0] \* x\_norm[0][1] + ySr[1] \* x\_norm[1][1] + ySr[2] \* x\_norm[2][1] + ySr[3] \* x\_norm[3][1] + x\_norm[4][1] \* ySr[4] +  
 x\_norm[5][1] \* ySr[5] + x\_norm[6][1] \* ySr[6] + x\_norm[7][1] \* ySr[7] + ySr[8] \* x\_norm[8][1] + ySr[9] \* x\_norm[9][  
 1] + ySr[10] \* x\_norm[10][1] + ySr[11] \* x\_norm[11][1] + x\_norm[12][1] \* ySr[12] +  
 x\_norm[13][1] \* ySr[13]) / 14  
 beta2 = (ySr[0] \* x\_norm[0][2] + ySr[1] \* x\_norm[1][2] + ySr[2] \* x\_norm[2][2] + ySr[3] \* x\_norm[3][2] + x\_norm[4][2] \* ySr[4] +  
 x\_norm[5][2] \* ySr[5] + x\_norm[6][2] \* ySr[6] + x\_norm[7][2] \* ySr[7] + ySr[8] \* x\_norm[8][2] + ySr[9] \* x\_norm[9][  
 2] + ySr[10] \* x\_norm[10][2] + ySr[11] \* x\_norm[11][2] + x\_norm[12][2] \* ySr[12] +  
 x\_norm[13][2] \* ySr[13]) / 14  
 beta3 = (ySr[0] \* x\_norm[0][3] + ySr[1] \* x\_norm[1][3] + ySr[2] \* x\_norm[2][3] + ySr[3] \* x\_norm[3][3] + x\_norm[4][3] \* ySr[4] +  
 x\_norm[5][3] \* ySr[5] + x\_norm[6][3] \* ySr[6] + x\_norm[7][3] \* ySr[7] + ySr[8] \* x\_norm[8][3] + ySr[9] \* x\_norm[9][  
 3] + ySr[10] \* x\_norm[10][3] + ySr[11] \* x\_norm[11][3] + x\_norm[12][3] \* ySr[12] +  
 x\_norm[13][3] \* ySr[13]) / 14  
 beta4 = (ySr[0] \* x\_norm[0][4] + ySr[1] \* x\_norm[1][4] + ySr[2] \* x\_norm[2][4] + ySr[3] \* x\_norm[3][4] + x\_norm[4][4] \* ySr[4] +  
 x\_norm[5][4] \* ySr[5] + x\_norm[6][4] \* ySr[6] + x\_norm[7][4] \* ySr[7] + ySr[8] \* x\_norm[8][4] + ySr[9] \* x\_norm[9][  
 4] + ySr[10] \* x\_norm[10][4] + ySr[11] \* x\_norm[11][4] + x\_norm[12][4] \* ySr[12] +  
 x\_norm[13][4] \* ySr[13]) / 14  
 beta5 = (ySr[0] \* x\_norm[0][5] + ySr[1] \* x\_norm[1][5] + ySr[2] \* x\_norm[2][5] + ySr[3] \* x\_norm[3][5] + x\_norm[4][5] \* ySr[4] +  
 x\_norm[5][5] \* ySr[5] + x\_norm[6][5] \* ySr[6] + x\_norm[7][5] \* ySr[7] + ySr[8] \* x\_norm[8][5] + ySr[9] \* x\_norm[9][5]  
 + ySr[10] \* x\_norm[10][5] + ySr[11] \* x\_norm[11][5] + x\_norm[12][5] \* ySr[12] +  
 x\_norm[13][5] \* ySr[13]) / 14  
 beta6 = (ySr[0] \* x\_norm[0][6] + ySr[1] \* x\_norm[1][6] + ySr[2] \* x\_norm[2][6] + ySr[3] \* x\_norm[3][6] + x\_norm[4][6] \* ySr[4] +  
 x\_norm[5][6] \* ySr[5] + x\_norm[6][6] \* ySr[6] + x\_norm[7][6] \* ySr[7] + ySr[8] \* x\_norm[8][6] + ySr[9] \* x\_norm[9][  
 6] + ySr[10] \* x\_norm[10][6] + ySr[11] \* x\_norm[11][6] + x\_norm[12][6] \* ySr[12] +  
 x\_norm[13][6] \* ySr[13]) / 14  
 beta7 = (ySr[0] \* x\_norm[0][7] + ySr[1] \* x\_norm[1][7] + ySr[2] \* x\_norm[2][7] + ySr[3] \* x\_norm[3][7] + x\_norm[4][7] \* ySr[4] +  
 x\_norm[5][7] \* ySr[5] + x\_norm[6][7] \* ySr[6] + x\_norm[7][7] \* ySr[7] + ySr[8] \* x\_norm[8][7] + ySr[9] \* x\_norm[9][  
 7] + ySr[10] \* x\_norm[10][7] + ySr[11] \* x\_norm[11][7] + x\_norm[12][7] \* ySr[12] +  
 x\_norm[13][7] \* ySr[13]) / 14  
 beta8 = (ySr[0] \* x\_norm[0][8] + ySr[1] \* x\_norm[1][8] + ySr[2] \* x\_norm[2][8] + ySr[3] \* x\_norm[3][8] + x\_norm[4][8] \* ySr[4] +  
 x\_norm[5][8] \* ySr[5] + x\_norm[6][8] \* ySr[6] + x\_norm[7][8] \* ySr[7] + ySr[8] \* x\_norm[8][8] + ySr[9] \* x\_norm[9][  
 8] + ySr[10] \* x\_norm[10][8] + ySr[11] \* x\_norm[11][8] +  
 x\_norm[12][8] \* ySr[12] +  
 x\_norm[13][8] \* ySr[13]) / 14  
 beta9 = (ySr[0] \* x\_norm[0][9] + ySr[1] \* x\_norm[1][9] + ySr[2] \* x\_norm[2][9] + ySr[3] \* x\_norm[3][9] + x\_norm[4][9] \* ySr[4] +  
 x\_norm[5][9] \* ySr[5] + x\_norm[6][9] \* ySr[6] + x\_norm[7][9] \* ySr[7] + ySr[8] \* x\_norm[8][9] + ySr[9] \* x\_norm[9][  
 9] + ySr[10] \* x\_norm[10][9] + ySr[11] \* x\_norm[11][9] + x\_norm[12][9] \* ySr[12] +  
 x\_norm[13][9] \* ySr[13]) / 14  
 beta10 = (ySr[0] \* x\_norm[0][10] + ySr[1] \* x\_norm[1][10] + ySr[2] \* x\_norm[2][10] + ySr[3] \* x\_norm[3][10] + x\_norm[4][  
 10] \* ySr[4] +  
 x\_norm[5][10] \* ySr[5] + x\_norm[6][10] \* ySr[6] + x\_norm[7][10] \* ySr[7] + ySr[8] \* x\_norm[8][10] + ySr[9] \* x\_norm[9][  
 10] + ySr[10] \* x\_norm[10][10] + ySr[11] \* x\_norm[11][10] + x\_norm[12][10] \* ySr[12] +  
 x\_norm[13][10] \* ySr[13]) / 14  
  
 tN = []  
 for i in range(11):  
 tN.append(abs(locals().get(**"beta"**+str(i)))/Dbeta\_1)  
 f3 = f1 \* 14  
 ttabl = scipy.stats.t.ppf((1 + 0.95) / 2, f3)  
 print(**"Оцінимо значимість коефіцієнтів регресіїї згідно критерію Стьюдента"**)  
 for i in range(len(tN)):  
 print(tN[i], **" "**, ttabl)  
  
 coef = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]  
 for k in range(11):  
 if tN[k] > ttabl:  
 coef[k] = 1  
 print(**"Значимі коефіцієнти (1 - значимий) "**, coef, **"**\n**"**)  
 yQ = [[0]]\*14  
 for i in range(14):  
 for j in range(11):  
 yQ[i][0] += coef[j] \* b5[j] \* x\_nat[i][j]  
 print(**"Рівняння регресії згідно критерію Стьюдента"**)  
 print(**"y = "**, coef[0] \* round(b5[0], 4), **"+"**, coef[1] \* round(b5[1], 4), **" \* x1 +"**, coef[2] \* round(b5[2], 4),  
 **" \* x2 +"**, coef[3] \* round(b5[3], 4),  
 **"\* x3 +"**, coef[4] \* round(b5[4], 4), **" \* x1 \* x2 +"**, coef[5] \* round(b5[5], 4), **" \* x1 \* x3 +"**,  
 coef[6] \* round(b5[6], 4),  
 **"\* x2 \* x3 +"**, coef[7] \* round(b5[7], 4),  
 **" \* x1 \* x2 \* x3 +"**, coef[8] \* round(b5[8], 4), **"\* x1^2 + "**, coef[9] \* round(b5[9], 4), **"\* x2^2"**,  
 coef[10] \* round(b5[10], 4),  
 **"\* x3^2"**)  
 *# Фишер* d = 0  
 for i in range(len(coef)):  
 if coef[i] == 1:  
 d += 1  
 f4 = 14 - d  
 S\_ad = (m / (14 - d)) \* (pow((yQ[0][0] - ySr[0]), 2) + pow((yQ[1][0] - ySr[1]), 2) + pow((yQ[2][0] - ySr[2]), 2) + pow(  
 (yQ[3][0] - ySr[3]), 2)  
 + pow((yQ[4][0] - ySr[4]), 2) + pow((yQ[5][0] - ySr[5]), 2) + pow((yQ[6][0] - ySr[6]), 2) + pow(  
 (yQ[7][0] - ySr[7]), 2) + pow((yQ[8][0] - ySr[8]), 2) + pow((yQ[9][0] - ySr[9]), 2) + pow(  
 (yQ[10][0] - ySr[10]), 2) + pow(  
 (yQ[11][0] - ySr[11]), 2)  
 + pow((yQ[12][0] - ySr[12]), 2) + pow((yQ[13][0] - ySr[13]), 2))  
 Fp = S\_ad / DB  
 Ft = 4.1709  
 if f4 == 13:  
 Fp = 3.3158  
 if f4 == 12:  
 Fp = 2.9223  
 if f4 == 11:  
 Fp = 2.6896  
 if f4 == 10:  
 Fp = 2.5336  
 if f4 == 9:  
 Fp = 2.4205  
 if f4 == 8:  
 Fp = 2.3343  
 if f4 == 7:  
 Fp = 2.2662  
 if f4 == 6:  
 Fp = 2.2107  
 if f4 == 5:  
 Fp = 2.1646  
 if f4 == 4:  
 Fp = 2.1256  
 if f4 == 3:  
 Fp = 2.0921  
 if f4 == 2:  
 Fp = 2.063  
 if f4 == 1:  
 Fp = 2.0374  
 if Fp > Ft:  
 print(  
 **"Рівняння регресії неадекватно оригіналу при рівні значимості 0.05 за критерієм Фішера. Проведіть експеримент спочатку"**)  
 else:  
 print(**"Рівняння регресії адекватно оригіналу при рівні значимості 0.05 за критерієм Фішера"**)

**Результати виконання програми:**

X нормалізоване =

[1, -1, -1, -1, 1, 1, 1, -1, 1, 1, 1]

[1, -1, 1, 1, -1, -1, 1, -1, 1, 1, 1]

[1, 1, -1, 1, -1, 1, -1, -1, 1, 1, 1]

[1, 1, 1, -1, 1, -1, -1, -1, 1, 1, 1]

[1, -1, -1, 1, 1, -1, -1, 1, 1, 1, 1]

[1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 1]

[1, 1, -1, -1, -1, -1, 1, 1, 1, 1, 1]

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]

[1, -1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0, 0]

[1, 1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0, 0]

[1, 0, -1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0]

[1, 0, 1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0]

[1, 0, 0, -1.73, 0, 0, 0, 0, 0, 0, 2.9929]

[1, 0, 0, 1.73, 0, 0, 0, 0, 0, 0, 2.9929]

X натуралізоване =

[1, -25, -70, -25, 1750, 625, 1750, -43750, 625, 4900, 625]

[1, -25, -10, -5, 250, 125, 50, -1250, 625, 100, 25]

[1, -5, -70, -5, 350, 25, 350, -1750, 25, 4900, 25]

[1, -5, -10, -25, 50, 125, 250, -1250, 25, 100, 625]

[1, -25, -70, -5, 1750, 125, 350, -8750, 625, 4900, 25]

[1, -25, -10, -25, 250, 625, 250, -6250, 625, 100, 625]

[1, -5, -70, -25, 350, 125, 1750, -8750, 25, 4900, 625]

[1, -5, -10, -5, 50, 25, 50, -250, 25, 100, 25]

[1, -32.3, -40.0, -15.0, 1292.0, 484.49999999999994, 600.0, -19380.0, 1043.2899999999997, 1600.0, 225.0]

[1, 2.3000000000000007, -40.0, -15.0, -92.00000000000003, -34.500000000000014, 600.0, 1380.0000000000005, 5.290000000000004, 1600.0, 225.0]

[1, -15.0, -91.9, -15.0, 1378.5, 225.0, 1378.5, -20677.5, 225.0, 8445.61, 225.0]

[1, -15.0, 11.899999999999999, -15.0, -178.49999999999997, 225.0, -178.49999999999997, 2677.4999999999995, 225.0, 141.60999999999996, 225.0]

[1, -15.0, -40.0, -32.3, 600.0, 484.49999999999994, 1292.0, -19380.0, 225.0, 1600.0, 1043.2899999999997]

[1, -15.0, -40.0, 2.3000000000000007, 600.0, -34.500000000000014, -92.00000000000003, 1380.0000000000005, 225.0, 1600.0, 5.290000000000004]

Y =

[-136309.4, -136308.4, -136308.4]

[-1164.4, -1171.4, -1167.4]

[719.6000000000004, 727.6000000000004, 719.6000000000004]

[-3214.4, -3209.4, -3217.4]

[-10830.400000000001, -10828.400000000001, -10826.400000000001]

[-18646.4, -18644.4, -18641.4]

[-21398.4, -21388.4, -21396.4]

[-298.4, -295.4, -299.4]

[-55121.116, -55123.116, -55123.116]

[6627.044000000002, 6618.044000000002, 6626.044000000002]

[-54088.67300000001, -54093.67300000001, -54083.67300000001]

[8403.926999999998, 8394.926999999998, 8401.926999999998]

[-60907.025, -60908.025, -60909.025]

[11745.515000000003, 11747.515000000003, 11744.515000000003]

Рівняння регресії

y = 58455.48 + 1784.57 \* x1 + 602.02 \* x2 + 2099.85 \* x3

[0.2222222222222222, 8.222222222222223, 14.222222222222221, 10.888888888888891, 2.6666666666666665, 4.222222222222222, 18.666666666666668, 2.888888888888889, 0.8888888888888888, 16.22222222222222, 16.666666666666668, 14.888888888888888, 0.6666666666666666, 1.5555555555555554]

0.1653543307086614 < 0.35

Дисперcія однорідна

m = 3

Оцінимо значимість коефіцієнтів регресіїї згідно критерію Стьюдента

-54526.4972080802 1.96

40686.9916510009 1.96

41176.96847106499 1.96

47875.1546176234 1.96

Значимі коефіцієнти (1 - значимий) [1, 1, 1, 1]

Рівняння регресії згідно критерію Стьюдента

y = 58455.478 + 1784.5686 \* x1 + 602.0198 \* x2 + 2099.8479 \* x3

Рівняння регресії адекватно оригіналу при рівні значимості 0.05 за критерієм Фішера

Рівняння регресії з ефектом взаємодії:

y = 40.267 + -3.5435 \* x1 + -35.4044 \* x2 + 27.7358 \* x3 + 10.2545 \* x1 \* x2 + 2.4881 \* x1 \* x3 + 3.1545 \* x2 \* x3 + 3.7303 \* x1 \* x2 \* x3

Оцінимо значимість коефіцієнтів регресіїї згідно критерію Стьюдента

54526.4972080802 1.96

40686.9916510009 1.96

41176.96847106499 1.96

47875.1546176234 1.96

17958.801608804777 1.96

19223.711059051257 1.96

20736.62492251729 1.96

14476.524041591321 1.96

Значимі коефіцієнти (1 - значимий) [1, 1, 1, 1, 1, 1, 1, 1]

Рівняння регресії згідно критерію Стьюдента

y = 40.267 + -3.5435 \* x1 + -35.4044 \* x2 + 27.7358 \* x3 + 10.2545 \* x1 \* x2 + 2.4881 \* x1 \* x3 + 3.1545 \* x2 \* x3 + 3.7303 \* x1 \* x2 \* x3

Рівняння регресії адекватно оригіналу при рівні значимості 0.05 за критерієм Фішера

0.1653543307086614 < 0.35

Дисперcія однорідна

m = 3

Рівняння регресії з урахуванням квадратичних членів:

y = -203705241661.3501 + -18626632867.9222 \* x1 + -5519006110.145 \* x2 + -18626633590.7807 \* x3 + -6520.8928 \* x1 \* x2 + -18754.0529 \* x1 \* x3 + -6620.2928 \* x2 \* x3 + -320.6327 \* x1 \* x2 \* x3 + -620875426.9762 \* x1^2 + -68985937.9783 \* x2^2 -620875328.7785 \* x3^2

Оцінимо значимість коефіцієнтів регресіїї згідно критерію Стьюдента

56440.286692309775 2.048407141795244

42115.037477408456 2.048407141795244

42622.21167001192 2.048407141795244

49555.49302471798 2.048407141795244

18589.125715947364 2.048407141795244

19898.431386900014 2.048407141795244

21464.446014044246 2.048407141795244

14984.625990140632 2.048407141795244

56744.44748158947 2.048407141795244

55325.17576763851 2.048407141795244

57079.49714748596 2.048407141795244

Значимі коефіцієнти (1 - значимий) [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]

Рівняння регресії згідно критерію Стьюдента

y = -203705241661.3501 + -18626632867.9222 \* x1 + -5519006110.145 \* x2 + -18626633590.7807 \* x3 + -6520.8928 \* x1 \* x2 + -18754.0529 \* x1 \* x3 + -6620.2928 \* x2 \* x3 + -320.6327 \* x1 \* x2 \* x3 + -620875426.9762 \* x1^2 + -68985937.9783 \* x2^2 -620875328.7785 \* x3^2

Рівняння регресії адекватно оригіналу при рівні значимості 0.05 за критерієм Фішера

**Висновок:**

Під час виконання роботи я навчився проводити повний трьохфакторний експеримент з квадратичними членами та перевірив, чи рівняння регресії адекватне об’єкту. Закріпив знання використання статистичних перевірок за критеріями Кохрена, Стьюдента та Фішера, проблем не виникало. Отримані результати збігаються з очікуваними.