谷歌文件系统

**摘要**

我们已经设计并实现了谷歌文件系统，这是一个应用于数据密集型服务的可伸缩的分布式存储系统。这个系统不仅具有容错能力而且还可以运行在廉价的商用硬件上面，当客户端访问数量巨大的时候它提供总量非常可观的高性能。

在追求与先前类似分布式文件系统相似目标的同时，我们的设计是通过观察我们的服务的负载以及既是现在也是未来预期的技术环境，这个设计标志了一种和一些早期的文件系统的预期的设计的分离。这种情况已经使我们重新审视传统的选择并且探索本质的不同的设计点。

这个文件系统已经很成功地满足了我们的需求。被我们的服务作为产生和运行数据以及开发所需要大的数据集的存储平台，它在谷歌已经广泛的部署了。最大的集群能够提供上千TB的存储，这些存储分布在数千个及机器面的数千个磁盘，并且目前数千个客户端在访问它。

在这篇文章中，我们给出了文件系统的借口扩展设计来支持分布式的应用，讨论了我们的设计的很多方面，时事报告了微测试情况以及实际应用情况。
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介绍

我们已经设计和实现了谷歌文件系统(GFS)来满足谷歌日益增长的数据处理需求。GFS和许多传统的分布式存储系统追求相似的目标，比如性能，可伸缩性，可靠性，以及可用性。但是，它的设计主要被我们的应用的负载情况以及技术环境（传统的或者预期的，反映了一个从早期的文件系统设计中的一次分离）所驱动。 我们重新审视了传统的设计选择并且探索完全不同的设计思路。

首先，在我们的系统中，组件失效是常态而不是异常。文件系统是由成百上千个由普通商业组件构成的机器所组成，并且被相当数量的客户端所访问。