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*Abstract*— The class imbalance problem occurs when instances in one class are more than that in another. It has been reported to severely hinder classification performance of many traditional classification algorithms and many researchers have paid a great deal of attention to this field. Different kinds of methods have been proposed to solve the problem these years, such as resampling methods, integrated learning method. Their main idea is to rebalance the original dataset by changing the weight or proportion of instances in different classes, so that it can be applied to traditional classification algorithms. However, these conventional class imbalance handling methods might suffer from the loss of potentially useful information, unexpected mistakes or increasing the likelihood of overfitting because they may alter the original data distribution.

In this study, we propose a new method for imbalanced data sets which is different from previously proposed solutions to the class imbalance problem. We first put forward the idea that treat the performance measures as training target, then designed the loss function and build a model based on artificial neural network to solve the problem. The experimental results on 8 imbalanced data sets show that our proposed method is usually superior to the conventional imbalance data handling methods. Moreover, its performance is also good when the class imbalance ratio is low, i.e. classes are more imbalanced.
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# Introduction

In recent years, imbalanced classification problems have attracted a lot of researcher’s interests due to its challenges in various real-world applications. Different from standard classification problems, an imbalanced task involves a data set that has an imbalanced class distribution, i.e., the number of instances in one class(majority class) is outnumbered by the number of instances in another class(minority class)[1]. There exist imbalanced class distributions in many real world domains, such as detecting oil spills from satellite images [2], identifying fraudulent credit card transactions[3], medical diagnosis[4], anomaly detection[5], finance risk management[6], software defect prediction[7], and bioinformatics[8].

In abovementioned imbalanced classification problems, we always care more about the minority class because they contain more vital information. However, a problem usually occurs because traditional classification algorithms tend to be biased towards to the majority class [9,10].

This template, created in MS Word 2000 and saved as “Word 97-2000 & 6.0/95 – RTF” for the PC, provides authors with most of the formatting specifications needed for preparing electronic versions of their papers. All standard paper components have been specified for three reasons: (1) ease of use when formatting individual papers, (2) automatic compliance to electronic requirements that facilitate the concurrent or later production of electronic products, and (3) conformity of style throughout a conference proceedings. Margins, column widths, line spacing, and type styles are built-in; examples of the type styles are provided throughout this document and are identified in italic type, within parentheses, following the example. Some components, such as multi-leveled equations, graphics, and tables are not prescribed, although the various table text styles are provided. The formatter will need to create these components, incorporating the applicable criteria that follow.

# Related Work

## Minimize Loss Learning

For most of the existing machine learning algorithms, we usually think that the training data set and the test data set satisfy the independent co-distribution, this distribution is also considered the true sample spatial distribution, that is, we summed up the training data and test data summarized Bias to classify unknown samples in real space H. The training goal of the machine learning algorithm is to find a special hypothesis in all hypothesis spaces to make the test data set of the size reach the set minimum value of loss, and the formula 2-22 reaches the minimum value. For the traditional loss function, since it is usually considered that the points in the space are independent of each other, the loss function can be transformed into the form of 2-23, that is, the overall loss is transformed into the sum of the individual losses of all samples.

So according to Eqs. 2-22 and 2-23, and based on the hypothesis of independent co-distribution between training data and real data, or training hypothesis that sampling data is real space, we can finally convert 2-22 to 2-24, Into the form of 3-10, which is why through the training data set can be real space training or fitting.

(2-22)

(2-23)

(2-24)

(3-10)

For most of the traditional machine learning methods, their training idea is usually to construct the error function between the output of a single sample and the target output, and add the errors of all the samples as the total loss of the training set. The ideal loss function is the 0-1 loss function. If the output and the target output belong to the same category, the loss is 0, and the difference is 1, as shown in Equation 3-11.

(3-11)

And the average of 0-1 loss does not necessarily apply to all the problems, so the idea of minimizing loss of learning is proposed, by using a custom loss function instead of 0-1 loss training, in order to adapt to different problems, This idea was first applied to structured support vector machines.

The concrete idea is to convert a single sample to a single output, such as Eq. (3-12), into the form of Eq. (3-13). In the real training problem, we use the training set's feature set and target output set to solve Therefore, the training space in Eq. (3-13) is the target space. Assume that h becomes the global assumption, corresponding to all the sample inputs and all the classifier outputs. And the overall loss is transformed from the form of Eq. 3-10 to the loss of each sample to the form of Equations 3-14. Assumptions 3-13 are equivalent to solving the results of Eqs. 3-15. In this paper, the traditional machine learning classification algorithm is transformed into the idea of minimizing the global loss by using the method of independence to solve the loss, so as to establish the loss through the unbalanced dataset classification evaluation criteria, and to adapt to the unbalanced sample classification problem.
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In imbalanced classification problems, a specific metric is needed to evaluate the performance of the classifier.

Confusion matrix for binary classification

|  |  |  |
| --- | --- | --- |
|  | Positive prediction | Negative prediction |
| Positive class | True positive (TP) | False negative (FN) |
| Negative class | False positive (FP) | True negative (TN) |

The performance of classifier is usually measured by accuracy () in conventional methods, but in the imbalanced classification problem, the misclassification of the minority class costs more than the majority one, so the researchers used a variety of criterion to measure the classification results.

The receiver operating characteristic (ROC) graphic is commonly used as an evaluation criterion. The ROC graphic depicts the trade-off between TPrate(,y-axis) and FPrate(,y-axis), the area under the ROC curve (AUC) is a useful metric for classifying performance because it gives the probability that a randomly selected pair of samples (one positive and one negative) would have their predicted probabilities correctly ordered.[ Zou Q, Xie S, Lin Z, et al. Finding the Best Classification Threshold in Imbalanced Classification ☆[J]. Big Data Research, 2016, 5:2-8.]

The F1-value is a trade-off between precision (P) and recall (R) which is described as follows:

,

The number of true positive samples has the greatest influence on the F1-value, so it is used in imbalanced classification problems in which the positive samples are more important, so in this paper, we use F1-value to evaluate the performance of the classifier.
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# Experiment and Analysis
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# Conclusion
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