基于最大化F1值学习的不平衡数据

集分类算法研究

摘要：

随着移动互联网技术的兴起，越来越多的原始数据被收集起来用于分析与挖掘，其中很多领域内的数据是严重不平衡的，既属于不同类别的样本数量相差极为悬殊。传统的机器学习方法通常采用全局分类准确率作为训练目标，在不平衡数据集上表现欠佳，所以不平衡数据分类算法也逐渐成为一个受人关注的课题。

目前主要的不平衡数据集分类方法分为两种，分别是数据重采样法以及集成学习方法，他们的主要思路是通过改变原始数据集中样本的权重或者比例来使原始数据达到一种“平衡”状态，从而适用于传统的分类算法，这类算法的结果与数据分布情况相关密切，往往需要一个复杂的调节过程才能得到一个较好的结果而且泛化能力不强。所以本文提出一种直接以F1值为训练目标的算法来解决不平衡数据集分类问题，并取得了不错的效果。

引言（introduction）

随着大数据时代的到来以及各种网络化的系统变得规模越来越大，结构越来越复杂，各种各样的监视、安全、金融等系统每天都获取海量的原始数据，所以原始数据的分析与潜在信息的挖掘对于分类与决策过程起着至关重要的作用。尽管现有的方法在数据挖掘领域已经获得了巨大的成功，但是在许多的实际问题中还存在着各种各样的问题，不平衡数据便是其中一个相对比较新而且比较艰巨的挑战。

不平衡数据分类问题是指不同类别样本数目相差悬殊情况下的分类学习问题。以二分类为例，若其中有一类（正类、多数类）的样本数量比另一类（负类、少数类）的样本数量多很多，那么就称这样的分类问题为不平衡数据集分类问题。

不平衡样本分类问题从被研究学者们关注至今约有十余年，期间有很多的相关研究，在这里大体可以将所有常见的解决方法其分为两大类：

**（1）经典不平衡分类处理方法** 这一类算法的主要思想是将不平衡数据集经过一系列处理或者分类过程中采取区别对待数据集中的实例，从而将原始数据转变为一个相对的“平衡态”，进而解决不平衡问题；

**（2）传统分类器优化法** 对于不平衡数据集分类问题，这一类算法的比例远少于经典不平衡处理方法，并且他们没有一个普遍的处理规律。他们通常的思路是将传统分类算法的训练结果进行进一步的针对不平衡数据的调整，从而使得到的模型可以处理不平衡数据集。

### 经典不平衡处理方法【与b并列，同缩进】

根据现有的研究成果，经典的解决不平衡数据集的主要方法可以总结为以下几种：

**（1）原始训练数据重构** 通过重采样技术改变多数类或少数类样本的数目，从而使原始数据变得相对平衡；

**（2）集成学习方法** 训练多个弱分类器，最后通过投票或权值相加的方法得出分类结果，通常在训练过程中通过权值改变或原始数据集分割来解决不平衡问题；

**（3）敏感代价学习方法** 改变原始数据在评判标准中的权值，通常使用人为设定的敏感代价矩阵来协助计算分类损失，以解决不平衡问题。

### 传统分类器优化法

传统分类器优化算法有一个共同的特点，就是针对不平衡样本分类问题，他们不再是像经典不平衡处理方法那样针对不平衡的数据集进行一些平衡化的调整，他们的主要思想是通过修改分类器的训练过程或者分类过程来适应不平衡的数据集，既通过优化算法的训练过程来减轻不平衡分布对训练过程的影响，或者采用正常的训练思路训练模型后，通过一系列其他过程进行对模型的调整，又或是得到普通的模型之后在分类阶段采用与经典分类阶段不同的方法来解决不平衡问题。

【以下与a，b不并列】

对于现有的不平衡数据集分类方法，他们大多是将原始数据集采用某种策略转化为平衡的状态，进而采用经典的机器学习方法解决问题，而经典机器学习算法的主要思想是独立同分布假设以及归纳偏置的总结，如果改变了原始数据集的分布，通常会使经典机器学习方法无法对原始数据集进行合理的拟合，从而导致结果不稳定或结果较差等问题。而本文中的算法基于最小化损失学习，直接以不平衡数据集分类评价标准F1值作为训练目标，从而解决了上述问题。

最小化损失学习：（参见文章Joachims T. A Support Vector Method for Multivariate Performance Measures[C]//Proceedings of the 22nd international conference on Machine learning. ACM, 2005: 377-384）
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所以根据式2-22与2-23，并且根据训练数据与真实数据间的独立同分布假设，或者说训练数据是真实空间的采样假设，最终可以将2-22式转化为2-24，进而转化为3-10的形式，这也就是为什么通过训练数据集可以对真实空间进行训练或者拟合。
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对于大部分传统机器学习方法，他们的训练思想通常是构建单个样本的输出与目标输出间的误差函数，并将所有样本的误差相加来作为训练集的总体损失。最理想的损失函数为0-1损失函数，既如果输出与目标输出属于同类别那么损失为0，不同则为1，如式3-11所示。
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而0-1损失的平均值不一定适用于所有的问题，所以最小化损失学习这一思想被提出，通过采用自定义的损失函数代替0-1损失进行训练，以达到适应不同问题的目的，这一思想最早应用于结构化支持向量机。
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基于最大化F1值的不平衡数据集分类算法：

1、不平衡学习与最小化损失学习（imbalance learning and minimize lose learning）
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而经典的不平衡数据集分类算法的思想是直接采用某种方法强行的缩小多数类与少数类之间的样本比值，通常会使两类的样本点数目达到相同或十分接近，然后应用传统分类算法时，如果原始数据集的概率密度曲线还是如图3-1所示，由于已经不存在两类样本基数不同这一问题，所以使全局分类准确率最高的分类界限应该是图中的线a。这条线是以两类概率密度曲线交点的横坐标作为分界阈值，分界线左边的少数类与右边的多数类为错分样本，由面积法易证，此时分类错误样本数最小。
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图3-1 数据集概率密度曲线示意图

然而由于样本空间的改变，我们只能认为该解（线a）是当前改变后的样本空间中最佳分类线，并不能确定该分界点是否也是原数据集上的最佳点，对于不平衡样本分类问题，通常有专用的评价标准来评价最终分类效果的好坏，而经典不平衡样本分类方法通常只能使原始空间的不平衡分类评价指标有所上升，但通常无法证明该解一定是该原始样本空间中的最优解。

所以本算法基于最小化损失学习，采用了常用的不平衡数据集评价指标F1值构建了一个特殊的损失函数，应用于神经网络模型，以解决不平衡数据集分类的问题。

2、损失函数的构建（适当精简）

本算法中选取了F1这一最经典的复合评价标准作为优化目标，所以可以将损失函数设置为(1-F1)值，对于神经网络的训练，损失值最小和F1值最大其实是一样的，只要将梯度前的符号进行改变即可，所以这里将最小化损失的概念扩充到了最大化目标函数，既将3-15式转化为3-16式的形式。
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然而观察公式3-21我们可以发现因为![](data:image/x-wmf;base64,183GmgAAAAAAAGABgAEBCQAAAADwXgEACQAAA1EBAAAEAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAWABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8gAQAAZgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlkARgAFAAAAEwJZAAYBBQAAAAkCAAAAAgUAAAAUAkABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///4IWCnoAAAoAAAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAB6AAADjAAAACYGDwANAUFwcHNNRkNDAQDmAAAA5gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIBg3oABgARAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAJFwZuZIAIoA/////4DTGQAEAAAALQEDAAQAAADwAQEAAwAAAAAA)与![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA1EBAAAEAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8gAQAAxgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlMAWQAFAAAAEwJTABkBBQAAAAkCAAAAAgUAAAAUAkABXgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///91sCgMAAAoAAAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAB5NQADjAAAACYGDwANAUFwcHNNRkNDAQDmAAAA5gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIBg3kABgARAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKANRrZnNIAIoA/////4DTGQAEAAAALQEDAAQAAADwAQEAAwAAAAAA)都是0与1组成的序列，虽然可以通过![](data:image/x-wmf;base64,183GmgAAAAAAAGABgAEBCQAAAADwXgEACQAAA1EBAAAEAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAWABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8gAQAAZgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlkARgAFAAAAEwJZAAYBBQAAAAkCAAAAAgUAAAAUAkABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///4IWCnoAAAoAAAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAB6AAADjAAAACYGDwANAUFwcHNNRkNDAQDmAAAA5gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIBg3oABgARAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAJFwZuZIAIoA/////4DTGQAEAAAALQEDAAQAAADwAQEAAwAAAAAA)与![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA1EBAAAEAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8gAQAAxgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlMAWQAFAAAAEwJTABkBBQAAAAkCAAAAAgUAAAAUAkABXgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///91sCgMAAAoAAAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAB5NQADjAAAACYGDwANAUFwcHNNRkNDAQDmAAAA5gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIBg3kABgARAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKANRrZnNIAIoA/////4DTGQAEAAAALQEDAAQAAADwAQEAAwAAAAAA)表示出整个训练集的训练目标，但是由于求解![](data:image/x-wmf;base64,183GmgAAAAAAAGABgAEBCQAAAADwXgEACQAAA1EBAAAEAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAWABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8gAQAAZgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlkARgAFAAAAEwJZAAYBBQAAAAkCAAAAAgUAAAAUAkABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///4IWCnoAAAoAAAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAB6AAADjAAAACYGDwANAUFwcHNNRkNDAQDmAAAA5gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIBg3oABgARAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAJFwZuZIAIoA/////4DTGQAEAAAALQEDAAQAAADwAQEAAwAAAAAA)的过程中包含了一步![](data:image/x-wmf;base64,183GmgAAAAAAAAAGAAIBCQAAAAAQWgEACQAAA30BAAACAJ4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAGCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAS4AHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9wewqdAAAKAAAAAAAEAAAALQEAABIAAAAyCgAAAAAHAAAAc2duKCgpKf+WAMAAwABQATIBfgAAAwUAAAAUAmABzgIcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///0dLClQAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGh4RAEAA54AAAAmBg8AMQFBcHBzTUZDQwEACgEAAAoBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAoJzAAIAgmcAAgCCbgACAIIoAAIAg2gAAgCBKAACAIN4AAIAgikAAgCCKQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC/SACKAAAACgCRLma/SACKAAAAAABA1BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的操作，所以该F1值仍然是离散的，并无法与我们的神经网络输出以及各个节点间的连接层建立直接的数值联系。在结构化支持向量机中求解任意目标函数时采用的是空间遍历以及双重优化的思路，也因此需要耗费巨量的时间，而在本文的算法中，我们放弃了这一思路，而是采用神经网络输出层sigmod函数特有的式3-5的性质来将![](data:image/x-wmf;base64,183GmgAAAAAAACAFAAIBCQAAAAAwWQEACQAAA6UBAAAEAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAiAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gBAAAxgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAnkAIAIFAAAAEwJ5AOACBQAAABQCcwCbAwUAAAATAnMAWwQFAAAACQIAAAACBQAAABQCYAE6ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////w5wKkQAACgAAAAAABAAAAC0BAQAPAAAAMgoAAAAABQAAAEYxKCwpAK4AogBiAYEBAAMFAAAAFAJgASYCHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////iZwo7AAAKAAAAAAAEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAAB6eXoBAAOdAAAAJgYPAC8BQXBwc01GQ0MBAAgBAAAIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBRgACAIgxAAIAgigAAgGDegAGABEAAgCCLAACAYN5AAYAEQACAIIpAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQEAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKADUtZshIAIoA/////4DTGQAEAAAALQEDAAQAAADwAQIAAwAAAAAA)与![](data:image/x-wmf;base64,183GmgAAAAAAAAADAAICCQAAAAATXwEACQAAA2gBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAQABHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+WOgq5AAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCkyAQADBQAAABQCYAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////jRoKLwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAaHhEAQADkQAAACYGDwAYAUFwcHNNRkNDAQDxAAAA8QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2gAAgCBKAACAIN4AAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCXSACKAAAACgCJimaXSACKAAAAAACA0xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)建立起联系。

本算法利用神经网络训练过程是采取先将使用当前状态的网络进行分类，然后求解损失并对此损失进行优化已达到下一更优状态这一思想，将训练中的评价过程进行变换，不再使用当前状态下神经网络的具体分类结果，而是采用当前输出的形如式3-5的概率求解损失的期望值，并对期望值进行优化，这样既可以建立输出和参数与目标间的直接联系，也可以通过优化期望值来增加目标获取更高值的概率，这样不失训练的意义。

然而建立期望联系我们并不能采用2.2.3节中的精确求解过程，首先是因为精确求解需要耗费![](data:image/x-wmf;base64,183GmgAAAAAAAAAEQAIBCQAAAABQWAEACQAAA6QBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAwAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AKACHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////lYAr7AAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAM2S8AQUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7hrCgMAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAE8oKQAaAeUBAAMFAAAAFAKgAdgBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////lYAr8AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABuAAADmgAAACYGDwAqAUFwcHNNRkNDAQADAQAAAwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgU8AAgCCKAACAINuAAMAHAAACwEBAQACAIgzAAAACgIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAMSACKAAAACgAqRmYMSACKAAEAAABA1BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)的时间，这有悖于本节设计快速算法的初衷，其次可以看到2.2.3节中介绍的算法最后求解出的状态—概率空间已经无法存储每一样本对其的贡献，也就是无法直接建立期望与样本之间的关系，所以也无法直接建立期望与神经网络权值之间的关系，为了解决这两个主要问题我们采用下式3-22中的近似关系。

![](data:image/x-wmf;base64,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)
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综上，我们便将原始的神经网络训练目标3-12完全转变为了式3-13的形式，并根据不平衡样本分类评价标准中常用的F1值进行了目标函数的设计，然后将离散函数近似为一个连续函数，使该函数可以完美的与每个训练集样本输出建立联系，进而与神经网络参数建立联系，并且证明了神经网络的训练过程中可以在优化该近似函数的同时优化整个训练集上的最终F1值，满足最初的设计思想。

3、训练过程（建议采用给出结论并在附录中证明以节约篇幅）
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所以为了求解出每一个权值的更新量，我们需要求解出整个目标函数F1对于每一个节点中每一个参数的偏微分，其求法如下式3-26。其中wij代表节点j的第i个权值，netj代表节点j的内积结果既通过sigmod函数（式3-2）前的结果，而xji代表节点j对应第i个权值的输入，这一项在训练过程中永远是已知第，只要通过当前状态的节点权值和输入便可以求出。接下来要求的便是式3-26结果中的前半部分既最终输出对于每个节点输出的偏微分。
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为了求解各个节点的偏微分，我们需要对所有节点分为两类，一类为输出节点，另一类为隐藏层节点，由于前文中介绍过的最终目标函数是直接与输出建立了关系，所以输出节点可以直接通过当前状态下的目标函数值求解出偏微分，而对于隐藏层节点，则需要通过该节点的下游节点来求解偏微分，这也是方向传播算法链式法则的主要思想。
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![](data:image/x-wmf;base64,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)

![](data:image/x-wmf;base64,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)

以上便是针对不平衡数据集的最小化损失学习算法的原始思想推演过程以及最终的训练时更新权值的方案，其算法过程如下算法3-2所示。

算法3-2 最小化损失神经网络

|  |
| --- |
| 输入：学习率，最大迭代次数，样本集合，隐藏节点数目，目标F1值  输出：输入—隐藏层连接系数矩阵，隐藏—输出层连接系数向量 |
| 1. 对与进行初始化，每一个分量的范围为(-0.1,0.1) 2. ,, 3. For i = 1 To 4. 对样本集合求解，并求解当前F1值 5. If(>) 6. Return 当前, 7. Else if (>) 8. , 9. End if 10. 根据式3-28与3-29更新，根据式3-30与3-31更新 11. End For 12. Return , |

实验结果与分析：

本章中的实验数据集均来自于UCI机器学习数据集，对于数据集的选取过程，主要是选取那些在其他不平衡数据集分类算法研究中出现过的数据集，共以下8个数据集，其参数如下表4-1所示。

表4-1 数据集参数表

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 序号 | 数据集 | 样本个数 | 少数类比例 | 属性个数 |
| 1 | YEAST | 1484 | 12.60% | 8 |
| 2 | Abalone | 4177 | 8.02% | 8 |
| 3 | Glass | 214 | 23.83% | 10 |
| 4 | Breast Canser | 699 | 34.50% | 9 |
| 5 | Vehicle Silhouettes | 946 | 23.43% | 18 |
| 6 | Haberman | 305 | 26.47% | 3 |
| 7 | Ecoli | 335 | 2.69% | 7 |
| 8 | Credit | 30000 | 22.12% | 24 |

本节采用了SMOTE算法，adaboost算法，结构化支持向量机算法，经典神经网络算法，敏感代价学习算法以及本文的算法进行了对比，其结果如下表所示。

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 数据集 | SMOTE | Adaboost | SSVM | ANN | SCL | ML-ANN |
| 1 | 0.747 | 0.717 | 0.645 | 0.667 | 0.717 | 0.846 |
| 2 | 0.406 | 0.399 | 0.486 | 0.352 | 0.331 | 0.581 |
| 3 | 0.980 | 0.922 | 0.980 | 0.837 | 0.866 | 1.000 |
| 4 | 0.984 | 0.943 | 0.961 | 0.984 | 0.956 | 0.994 |
| 5 | 0.995 | 0.997 | 0.962 | 0.945 | 0.979 | 0.995 |
| 6 | 0.459 | 0.423 | 0.632 | 0.413 | 0.660 | 0.647 |
| 7 | 0.762 | 0.696 | 0.727 | 0.941 | 0.941 | 0.941 |
| 8 | 0.534 | 0.435 | -- | 0.503 | 0.516 | 0.542 |

由上表可见，本文中的算法在不平衡数据集分类算法上取得了一定的成功，其结果通常优于以往的算法。

结论：

本文算法主要从不平衡数据集分类评价标准入手，并不再以传统分类方法的全局准确率为训练目标，改为以训练数据分类F1值为训练目标，直接从不平衡数据集分类效果差的根本入手，切中肯綮。本文的算法直接从分类器的损失函数入手，不再使用传统损失函数，而是直接构建了与F1值相关的损失函数，通过当前分类器输出求解F1值的近似期望来作为损失，通过证明该近似期望为F1值期望的下界，来确认对其优化的可行性，并且由于其不再具有原F1函数的离散性，而是直接与分类器输出建立了联系，所以可以通过反向传播算法进行迭代，以此完整的解决不平衡数据集训练问题。

对于本文中算法，还有以下问题可以进行研究或优化：

（1）从严格意义上来讲，本文的算法没有将F1值的精确期望与神经网络模型的输出或者模型参数建立直接的数学联系，如果可以攻克这一难点，可能将会使算法分类准确度有进一步的提升。

（2）本文中的算法无法并行运算，并且无法使用传统人工神经网络学习方法中的batch等加速求解过程，算法运行时间远高于经典神经网络的。所以如果可以解决此问题，应该可以在算法时间性能上有质的飞跃。