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# 1 课题的来源及研究的目的和意义

## 1.1课题来源

通过查阅与专业相关的资料及文献，根据与导师讨论和自己所学的专业知识确定论文题目。

## 1.2研究的目的和意义

生成模型是目前机器学习中研究比较多的一个领域，在机器学习中，我们得到的数据通常假设其为独立同分布数据，生成样本则是指通过对其概率密度分布进行建模，并在该分布上进行采样的结果。但是由于数据的高维分布，使得我们难以通过建模方式来获取其分布，生成模型则是在不直接对数据分布进行建模的前提下，对数据样本进行扩充，或者是根据现有样本，合成一些新的样本。

生成式模型不仅在人工智能领域占有重要地位,生成方法本身也具有很大的研究价值。生成方法和判别方法是机器学习中监督学习方法的两个分支。生成式模型是生成方法学习得到的模型，生成方法涉及对数据的分布假设和分布参数学习, 并能够根据学习而来的模型采样出新的样本[1]，传统的过采样[2]方法只是针对数据进行插值或者是直接对数据进行重采样，没有有效利用样本中蕴藏的分布信息，因此在因为分布而导致的分类效果不好的不平衡数据集上，通常难以取得令人满意的过采样效果。

不平衡数据集通常是指样本数据集的类别分布表现出不平衡的问题，数据集的不平衡问题会影响分类器的性能。当一些传统的方法面对不平衡问题时，往往不能取得很好的效果[3]，因为现有的成熟的分类器设计都是基于类分布大致均衡这一假设，用于训练的数据集是大致平衡的，以提高数据集的总体分类准确率为目标，忽略了少数类样本的重要性。所以当这些分类器应用到不平衡数据集的分类问题时，对于多数类的有较高的识别率，但少数类的识别率却很低。不平衡样本是生物信息数据的一个常见的问题，实际问题中也存在大量不平衡样本集的分类问题:信用卡欺诈行为检测，网络入侵检测，医学疾病诊断等。实际上不仅是类别数目的不平衡影响分类算法的结果，不同类的数据间的重合程度也会影响分类结果。而且数据集本身的概念复杂性、类重叠与类的不平衡分布的问题，使得不平衡数据的学习受到了广泛的关注和研究。

# 2 国内外研究现状及分析

## 2.1国外内研究现状

### 2.1.1生成模型

生成式模型通过观测数据学习样本与标签的联合概率分布P(X, Y)，训练好的模型能够生成符合样本分布的新数据，它可以用于有监督学习和无监督学习。在有监督学习任务中，根据贝叶斯公式由联合概率分布P(X,Y)求出条件概率分布P(Y|X)，从而得到预测的模型，典型的模型有朴素贝叶斯、混合高斯模型和隐马尔科夫模型等。无监督生成模型通过学习真实数据的本质特征，从而刻画出样本数据的分布特征，生成与训练样本相似的新数据。生成式模型的参数远远小于训练数据的量，因此模型能够发现并有效内化数据的本质，从而可以生成这些数据。生成式模型在无监督深度学习方面占据主要位置，可以用于在没有目标类标签信息的情况下捕捉观测到或可见数据的高阶相关性。

目前生成模型通常有三种：自回归模型，定义数据的分布并对分布参数进行回归模拟，以获得最小误差或者是最大似然概率等，这种生成方法主要包括最大似然估计法、近似法[4]等。以真实样本进行最大似然估计，参数更新直接来源于已知样本，导致训练出的模型结果受限。而利用近似法学习到的生成式模型由于目标函数难以直接优化，而通常转向在学习过程中逼近目标函数的下界，这样自然会导致模型的生成效果不如意，而马尔科夫链的最大劣势则在于计算复杂度较高。

变分自编码器（Variational Auto-Encoder），对隐藏层变量的分布进行假设和采样，并利用神经网络映射到样本空间，生成新样本。Kingma[5]等首次在2013年提出了变分自编码器的概念，即将贝叶斯模型和自编码器进行结合，提出在隐层空间中进行近似的观点，对隐层分布进行采样，并最小化该假设分布和真实分布的散度，与神经网络中常采用的平方误差或熵的目标函数，以获得比较有效的生成样本。在此基础上，针对贝叶斯模型中的不同条件概率的形式，生成了诸多变分自编码器的变种，比如加入训练数据的类标信息，并以不同的概率分布形式表现，文献[6]考虑条件概率分布，文献[7]假定额外信息y与隐变量z没有直接的关系，因此条件概率，从而产生另一种条件变分自编码器。由于原始的变分自编码器需要对隐层空间的数据分布进行假设模拟，因此总体来说还是一种近似的思路，文献[8]在原始变分自编码器的基础上，提出模糊的隐层分布而不是通常使用的高斯分布等。文献[9]则是在原始变分自编码器的基础上进行了改进，即对优化中的目标函数进行了改进，因为生成样本后续常常会加入其它任务，因此在加入分类任务中，根据特征与类标之间的相关性，对目标函数进行加权，以达到更重要的特征具有更好的生成质量的目的。

生成式对抗网络(Generative Adversarial Networks)，利用神经网络和另一个分类器，将噪声z直接映射到样本空间，并根据分类器的结果调整该映射函数，以生成有效样本。在前两种生成方式中，由于需要对真实世界进行建模，则需要对模型进行一定的假设估计，而建模的好坏则直接影响最终的生成样本的质量，另一个困难则是真实数据通常比较复杂，从而导致建模的计算量很大。Goodfellow等[10]提出了生成式对抗网络，利用了博弈论中的纳什均衡理论，即该生成模型中包含一个生成器和一个分类器，在模型趋于稳定的状态下，生成器生成质量好的样本以至于分类器难以区分生成样本和真实样本。CGAN[11]则是在原始的GAN基础上加入了更多的先验知识，比如类标等信息或者别的多模态信息，比如对图像的描述语言等。DCGAN[12]中总结了许多对于GAN这的网络结构设计和针对CNN种网络的训练经验。比如，他们用strided convolutional networks替代传统CNN中的pooling层，从而将 GAN中的生成模型（G）变成了完全可微分的，结果使得GAN的训练更加稳定和可控。InfoGAN[13]则是在输入信息z中加入了更直观、可解释的变量c，希望因此而产生更可靠的输入信息，利用互信息的建模方式，将c定义为与生成结果相关度大的信息变量。结果显示c对于GAN的训练确实有帮助，该模型下的生成结果更出色，其次，利用c的天然特性，控制c的维度，使得infoGAN能控制生成图片在某个特定语义维度的变化。Goodfellow在文献[14]中分析了各种生成式模型的优缺点，并介绍了不同的GAN模型架构和具有不同的损失函数的GAN模型，并指出GAN的生成效果好于变分自编码器（vae）原因可能并不在于其优化了不同的损失函数，而是在于其模型本身涉及到的对抗过程，他还评论对于精确定义的概率密度函数的模型中，虽然模型允许直接优化训练集上的似然函数，但是该种模型簇的训练是非常有限的，不同的簇会有不同的优势。

### 2.1.2不平衡样本分类的数据层面方法

数据层面的解决方案试图通过“采样”对不平衡样本集的样本分布进行重构，以使其从不平衡状态转化为均衡分布。采样方法，可以被归纳为“过采样方法”和“欠采样方法”两大类。过采样方法的思想是通过增加少数类样本的数量，欠采样的方法移除一些多数类样本，使多数类与少数类达到平衡。

SMOTE[2]算法为每个稀有类样本随机选出几个邻近样本, 并且在该样本与这些邻近的样本的连线上随机取点, 生成无重复的新的稀有类样本。文献[15]中采用了SMOTE和有监督自编码器的架构，首先对数据采取SMOTE方式进行过采样至数据集平衡，后采用AE对数据进行重建，最后加入softmax层进行分类。结果显示该模型对提高不平衡分类效果有一定的好处，并在UCI数据集上的auc值取得了比较高的测试结果。杨泽平[16]提出对多数类进行主动欠采样，即消除远离决策面的多数类样本，去掉离群点可能会有助于提高分类器的准确度，并且减少不同类别在数量上对分类器的影响，但对提高正类样本准确度没有直接帮助。

Sáez J A等人在2014年提出了SMOTE–IPF[17]来解决噪声数据和边界样本问题，是基于SMOTE方法的一种改进算法，先使用SMOTE增加负类样本的数量，在迭代的删除噪声点和边界点，SMOTE-IPF在许多情况下能取得较好的结果。然而，SMOTE仿造生成样本的有效性与可信度一直被部分研究者所诟病。石凤兴[18]在2015年对类内不平衡问题进行研究，提出了改进的基于密度的聚类方法先对少数类聚类，在根据不同的过采样率对少数类簇过采样，从而有效的解决了类内不平衡的问题。

### 2.1.3不平衡样本分类的算法层面方法

算法方面地研究大致可以分为代价敏感学习、集成学习以及其他的一些学习方法。

文献[19]将代价敏感思想与Adaboost结合，在权重更新时，对误分的正负类样本采用不同的权重更新策略。针对自编码器模型的任务相关性不强的问题，文献[20]提出在AE的训练loss中加入有监督分量，即在模型中添加一个softmax层，并在训练中根据其分类结果，调整自编码器的参数。传统的训练过程是逐层训练，最后添加一个softmax层，而本文[20]则在训练过程中直接添加了softmax层，并且将其分类结果直接添加入loss函数。

许多研究使用采样方法与集成学习方法结合，例如SMOTEBoost[21]，SMOTEBoost是将SMOTE和BOOST相结合，每次迭代过程中，都是用SMOTE方法合成一些少数类，使用加入了合成少数类的训练集训练基分类器。EasyBOOST[22]与SMOTEBoost相反，将Adaboost和欠采样技术结合起来，在Adaboost算法迭代的每一轮，都对多数类样本进行随机欠采样，抽取的多数类与少数类相同，将这些多数类与样本与所有少数类样本一起组成平衡的数据集训练基分类器。

由于神经网络强大的非线性拟合能力，使其在分类问题中常常取得不错的效果，在不同类别样本数量不同的情况下，文献[23]对每个类别的图形都进行建模，使样本数量对模型的影响降到最低，利用重建误差进行分类，实验结果表明：该重建模型能够取得当时最好的分类效果，同时roc曲线结果表明，该算法在不平衡数据集上的效果也比较理想。

## 2.2国内外文献综述及简析

不平衡分类问题中，由于数据的数量和分布不均衡，分类器对所有数据的权重相同的问题，导致了感兴趣的少数类识别效果不理想，传统的解决方案都是针对少数类的数量和分布的问题进行解决，或者是在分类器的决策面上采用加权的形式，使得分类器更关注少数类的准确率。

目前的不平衡分类方法都是为了解决以上问题提出的，为了缓解少数类数量过少而导致的分类结果不理想的问题，学者们提出了对少数类过采样和对多数类欠采样的方法，伴生着混合方法等。根据采样方法侧重点的不同，又可以分为相同权重和不同权重的采样，相同权重是指同一类别中的样本，在采样中是平等对待的；而不同权重的采样，则是一种嵌入式的采样方法，因为样本在划分分类面的时候所起的作用不同。不同权重的采样指该算法侧重采样边界样本，主要是以SVM分类器的结果为准，因为SVM的特性，使得算法很容易区分边界样本。同时，学者们还提出了融合样本采样和特征选择的算法，选择样本和特征时，又融合了很多种的启发式搜索算法，使得分类器进一步提高对少数类的识别率。

由于不同的数据集的分布不同，且样本数量和属性维数相差很大，因此分类算法众多，但是普遍适用的算法数量却非常少，且算法架构都是基于集成或者是代价敏感提出的，集成方法中融合了不同的样本选择，不同的集成框架等，还有因此而提出的结构化SVM；代价敏感类的则多是通过样本和属性权重来实现，并且伴随着不同的不平衡分类评价指标产生的模型，比如直接优化分类结果F1值的神经网络分类架构等。

生成式模型利用已有的数据样本，对其分布进行拟合和采样，以生成未知新样本，这样可以缓解不平衡分类中的少数类数量过少的问题。但目前的生成式模型最开始多是应用于图像、视频等领域，因为样本可以直接可视化且样本数量众多，卷积神经网络的强效特征提取能力，在该领域的生成模型成果众多，但是在数据样本的生成领域中则很少见到有成果，一方面是因为数据样本难以可视化，主观很难判断模型质量，数据样本目前的可视化方法都是需要降维的，而在降维期间产生的误差难以估计，此外，生成模型在图像领域中不是应用于分类，而是更高层次的应用，比如由文字生成图像，自动驾驶等场景。

# 3 主要研究内容及研究方案

## 3.1研究内容

### 3.1.1数据层面解决不平衡样本问题

数据层面研究，由于不平衡样本存在正负类样本边界重叠、噪音数据和类内不平衡问题，所以从数据层面解决，主要是解决数据的分布问题，强调边界样本研究的重要性，寻求方法解决类内不平衡问题。边界重合对不平衡样本的分类结果影响很大，有研究表明当正负类样本边界重合时，少数类样本的比例和在边界的分布对分类的正确率影响很大，所以考虑对数据集的重采样对少数类在边界的分布调整使得分类效果最佳；另外当数据类内不平衡问题时少数类由于存在数据碎片，导致分类器难以找到少数类的全部边界。对于这些问题，应该考虑研究合适的采样方法以期真实的还原少数类样本的分布情况。

向量样本的生成不同于图片的生成，图片可以很容易地用肉眼看出其质量是否合格，但向量样本则难以做到这一点，这就是为什么分类和生成模型都在图像领域首先获得应用的原因之一。因此在该问题的研究中，我们需要找到衡量生成样本质量的标准，并在该标准下找到一个好的生成模型，以达到对少数类过采样的目的，同时，由于深层生成模型是应用在数量较少的少数类上，因此需要考虑当训练样本数量过少的情况下，神经网络模型可能难以训练到收敛的问题；或者是利用标签信息，利用数据库中所有的样本以合成样本空间的整体分布，并在生成时采用少数类样本的标签，以生成新样本，该方案中需要解决的是模型因为训练数据的不平衡，而导致模型偏向多数类的问题。

### 3.1.2算法层面解决不平衡样本问题

算法层面研究，主要从对不平衡样本的分类结果上出发，由于对不平衡样本分类结果好坏的衡量标准不再是准确率，而是综合考虑了正负样本的分类错误的重要性，本质是对不同样本的分类错误的重视程度不一样，代价敏感型分类算法是对正负样本分类采取不同的惩罚，从而使算法更加注重少数类的分类正确性，代价敏感型的分类算法主要是研究代价矩阵的取值。集成算法可以把几个弱分类器集成起来，成为一个强分类器，其中adaboost也是强调误分样本的重要性，对错分样本的权重进行调整，所以对集成分类器的研究结合少数类样本的特点提高少数类的分类正确率，提高其泛化能力。Smote-Boost结合SMOTE和集成学习算法，集成分类算法的研究应该注重和结合采样技术，实际上是改变样本的分布并且集成。

本文中希望研究一个重建模型，将多数类和少数类样本分开训练，并根据相同类别具有更小的距离这一准则，利用重建误差进行投票分类。在这个方案中，涉及到的问题包括重建模型的基本结构，训练方式，目标函数构建，以及同样存在于数据层面研究中的模型在少数类中的收敛问题，由于最后的分类结果是根据重建误差计算得来，所以要求不同类别的重建模型，在训练时的误差应该尽量一致，否则会出现某个类别的重建模型容量过大，导致分类无效。

## 3.2研究方案

分析生成式模型特点，并针对不同的数据分布，生成比较好的样本。在不平衡的情况下，提出一种分类框架，达到比较好的少数类识别效果。

# 4 预期目标

实现一个在传统的不平衡样本分类算法基础上改进的方法。使用了新的处理方法之后，使不平衡分类效果较使用之前有所改善。

其中，数据层面采用生成模型对少数类进行过采样，并提出模型质量的衡量标准，并在此标准下对生成数据结果进行分析；算法层面，提出新的重建模型框架，在该框架下，能够达到相当或者更好的分类效果，且该框架具有一定的普适性。

# 5 已完成的研究工作及进度安排

## 5.1已完成的研究工作

已经完成了有关生成式模型相关论文的阅读，基本掌握了相关背景知识，从相关数据库中下载了不平衡数据集，阅读了一些不平衡样本相关论文，基本了解了不平衡样本的问题。

对生成模型中的变分自编码器和生成式对抗网络有了基本了解，并实现了能够生成样本的基础变分自编码器，对算法的可行性做了实验验证。

提出两种衡量生成样本的方法：向量可视化后的分布情况，和加入生成样本后分类器的分类结果。并对向量可视化方法进行了研究和实验结果对比，并选取了PCA方法进行数据可视化。

## 5.2进度安排

2017年08月-2016年09月，阅读大量文献资料，对将要研究的项目做整体初步的了解。

2017年10月-2018年01月，对一些基本的生成与分类方法进行分析与记录，建立基本的生成式模型。

2018年02月-2018年03月，提出数据处理的方案与分类算法。

2018年04月-2018年06月，完成所设计的算法框架。

2018年07月-2018年08月，对各个生成模型用不同的数据进行实验，对比实验效果。

2018年09月-2018年10月，撰写、修改论文。

2018年11月-2018年12月，研究总结，完成论文答辩。

# 6 已具备的研究条件和所需条件及经费

## 6.1实验室条件和经费保障

实验室有多台工作站、CPU和个人电脑；拥有多种编程语言开发环境。实验室经费充足。

## 6.2所需条件及经费

打印参考资料和购买相关参考书籍可能需要经费。

# 7 预计困难及解决方案

## 7.1预计困难与技术难点

课题中设计神经网络生成式模型，由于目前的生成式模型多是针对图像或者视频等可视化数据，在向量生成样本上存在着难以衡量样本质量和可视化的问题。在数据量真实稀少的情况下，神经网络的结构和收敛性难以保证。

不平衡分类中有各种分类框架，不同的数据集在不同的框架上表现往往差别巨大，选择一个具有普适性的框架则是非常难的。

在实现算法时算法细节描述不清晰，或者技术困难导致无法复现等问题。

## 7.2解决方案

我会广泛查阅资料、全面深入地了解相关知识，设计比较完善的实验，在老师的指导、同学的帮助下，也可以询问算法的原作者等，来克服困难。
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