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## 1课题来源及研究的背景和意义

## 1.1课题来源

随着科技的进步，经济的发展，数据的来源变得多样，但是对于海量的数据中蕴藏的意义的理解却不多。如何从海量的数据中及时发现有用的信息和知识，提高信息的利用率成为一个迫切需要解决的问题，并产生了数据挖掘技术[6]。数据挖掘是指对复杂的数据进行处理之后获得有用的规则，提出蕴藏在数据中的信息。常见的数据挖掘的方向有：频繁模式，关联规则，分类预测，聚类分析，离群点发现等等。

## 1.2研究的背景和意义

在诸多的数据类型中，时间序列流数据在实际生活中应用十分广泛。时间序列就是按照时间顺序排列的记录序列。他们广泛存在于社会生活的各个领域，如：金融证券的股票变化，生物医学中人体心电的变化等等。时间序列流数据的特点有海量性、生成速率快、潜在的无边界及不可控性[1]的特点给时间序列流数据的挖掘增加了难度。

正是由于挖掘时间序列流的难度，吸引了诸多的研究学者，关联规则挖掘是流数据挖掘的一个热门方向。通过时间序列流数据关联规则的挖掘可以应用到找到有效的商业促进方案，对未来的时间序列的趋势进行预测，提升工业控制水平的方法等等。

由于时间序列数据本身所具备的特性[22]，直接在时间序列上进行数据挖掘是不现实的，会浪费太多的时间和空间代价，并且可能会对算法的准确性和可靠性产生影响。所以对时间序列流挖掘之前对原始数据进行预处理是非常必要的。预处理就是用数据的某种形式对原始数据进行高效率表示。时间序列流数据的线性化近似就是一种预处理，能够对原始的时间序列流数据起到压缩，平滑，去噪的作用。在文献[9]中是对单个和多个时间序列流进行关联规则挖掘的。文献[5]则考虑到了时间延迟的因素对规则的影响。不同的研究人员对时间序列流数据的的处理不同，挖掘出来的关联规则的结果也是不同的。

在现实生活中，对于时间序列的分析，一般是在多元的时间序列流数据上进行的。多元时间序列的关联规则挖掘问题，可以分为多序列的事务内关联规则挖掘，多序列的跨事务关联规则挖掘。对于多序列的事务内关联规则挖掘，使用传统的关联规则挖掘算法，但是传统的事务内关联规则分析发现的规则，只能揭示多个时间序列的各个事务在同一时间点的相互关联性，对于时间序列的最终目的-----预测的贡献很少。

跨事务的关联规则描述的是在不同事务之间的关系，可以分析不同时间，不同时间序列之间的关系，分析多元时间序列不同时刻观察值集合的关联规则。如：平安银行第一天上涨，浦发银行第二天下跌=>中国银行在第三天上涨（5%，80%）[23]此关联规则的前后件有时间前后关系，对于我们利用此规则预测事件发生具有重要意义。

综上所述，多元时间序列流数据大量出现在我们的实际生活中，多元时间序列流跨事务关联规则的挖掘是一个当前比较热门的研究课题，而对于这个问题的研究具有重要意义。

2国内外在该方向上的研究现状及分析

目前国内外都有一些关于时间序列的关联规则挖掘研究，由于他们研究的侧重点不同，用的关联规则的挖掘算法不同，挖掘到的关联规则的特点也不同。一般的关联规则挖掘的步骤分为两个阶段，一是预处理，在海量的原始数据上进行压缩，平滑，去噪，线性化近似，分割时间序列，聚类等，然后在已经处理过的数据集上进行关联规则挖掘算法的实施。

## 2.1关联规则的挖掘

最经典的关联规则挖掘算法是Agrawal提出的Apriori算法，Apriori算法是一种挖掘关联规则的频繁项集算法，通过逐层搜索的迭代算法，在每次生成候选的频繁项集的时候都要经过扫描，计数，比较，连接，剪枝这几个步骤。 Apriori算法的应用广泛，消费市场价格分析，猜测顾客的消费习惯等。但是利用Apriori算法挖掘关联规则在验证候选频繁K项集的时候要对整个数据集进行扫描不止一遍，其时间效率很低。因此后来出现了许多基于Apriori的改进算法。如EH-Apriori挖掘算法在Apriori算法的基础上进行了两点改进，一是挖掘过程进行了预处理，二是将数据集的数据Hash到一个很大的表[18]。AprioriTid[19]通过在第一次扫描数据库时，仅仅保留含有频繁一项集的事务，并将在以后的挖掘频繁2项集的时候仅仅扫描此数据集，从而有效减少后期挖掘长项集时扫描数据集的大小，进而来提高数据挖掘效率。Apriori算法只有在挖掘长项集的时候才体现出其优越性。ES-Apriori算法是扩展的分步Apriori算法，减少了单次调入内存的数据量。FITI(First Intra then Inter)是跨事务关联规则的挖掘算法，它是在先求得事物内频繁项集的基础上，以数据集的形式进行转换成跨事务关联规则。。

后来学者们研究了关联规则的相关性质提出了FP-growth算法[8]。FP-growth算法是通过建立具有前缀性质的FP-tree来仅仅遍历一遍数据库，就可以挖掘到频繁模式，从而提高挖掘效率。实验证明FP-growth算法的性能比Apriori快了一个数量级。在FP-growth的基础上也出现了很多改进的算法。CFP-mine[8]算法是基于压缩的FP树，基于约束子树的方法，减少内存的调用，并且用了数组的方法，减少了FP-tree的遍历次数。ITARM算法采用分而治之的挖掘跨事务关联规则的方法，在CFPmine的基础上进行改进，对挖掘的任务进一步分解。ITF-tree是在FP-growth算法的基础上改进了概要存储结构。

传统的Apriori算法和FP-growth算法都是有一定局限性的，它需要满足数据集中所有项均衡分布，并且各项是同等重要的，但是现实生活中这样的前提并不总是能满足。为了解决所有项的重要性并不一定是完全相同的问题，文献[10,11,12]提出了带权关联规则挖掘的方法，为不同的项赋予不同的权重，从而区分各项之间的重要性。为了有效应对各项在数据集中分布不平衡的问题，文献[13,14]提出了多支持度阈值关联规则挖掘方法，就是为数据集中每个项设置一个最小支持度阈值，从而应对各个项分布不平衡的问题。文献[15]从以上两个方面对关联规则挖掘算法进行了改进。

## 2.2时间序列上的规则挖掘

利用滑动窗口[10]从时间序列中挖掘规则的方法被广泛应用到时间序列流关联规则的挖掘中。这种方法首先研究的是从单时间序列中挖掘出规则，然后将挖掘的方法扩展到多元时间序列。

还有一种被广泛用于挖掘多元时间序列跨事务的关联规则的算法是ES-Apriori[14]，这种算法通过从数据库中检测是否有符合最小支持度要求的频繁项。并删除该频繁项集的真子集。循环操作直到读完数据库中的数据为止。这个算法通过只保留最大的频繁项集，从而压缩了搜索空间，提高数据挖掘的效率。该方法在Apriori算法的基础上从减少数据库扫描次数和内存数据分而治之这两个方面进行了改进，使规则挖掘算法在时间和空间性能上都得到了极大地提升，可以很好地用于挖掘静态的多元时间序列。该方法将数据值映射到一定的区间来减少值的多样性，对于挖掘时间序列流来说这是很大的局限性，因为流中的数据是源源不断产生的，数据值也是无法确定的，属性的数据区间也不好确定。

因此，时间序列的处理方式可以有多种，不同的处理方式得到的规则类型不同，但对于数值型的时间序列一定要减少数据值的多样性，因为数据值太多对于挖掘来说效果肯定是不佳的，一些真正有意义的规则也很可能挖掘不出来。而如何运用特殊的数据结构来节省对数据库的扫描次数以提升“跨事务性”关联规则的算法性能，仍然是一个需要解决的问题。

而且Apriori等算法大多是对静态事务数据中的关联规则进行挖掘，而实际生活中的数据是随着时间变化而变化的，大多是以时间序列流的形式存在的，因此针对时间序列流数据的特点设计特定的算法来挖掘是首要任务。

## 2.3多元时间序列流上时间相关的关联规则的挖掘

文献[11] 中考虑到一组时间序列流的变化给另一组时间序列流带来的影响可能不是同步的，应有一个时间延迟。因此，其挖掘出来的规则带有时间特性。该方法挖掘出的规则类型：A上升超过5%那么B在两天内将会上升超过10%，其中A和B表示不同的时间序列。

## 3主要研究内容

在时间序列关联规则的挖掘过程中主要包括两个步骤：一是数据的预处理，二是具体的数据挖掘。

本文挖掘任务是基于时间序列流数据的。因为时间序列流数据具有的一系列的特性，实时产生使得我们不可能将数据进行完全存储然后多次遍历进行挖掘，我们计划利用滑动窗口对流数据进行约束和限制，但是滑动窗口的长度并不能确定，采用动态滑动窗口的方法进行跨事务的限制，然后挖掘关联规则的算法在FP-growth的基础上进行改进，并增加用负关联规则剔除对正常关联规则产生误导的项，提高关联规则挖掘的准确性。

## 3.1数据的预处理

在跨事务分析中，假设每一个频繁项将扩展为3(滑动窗口)个。如果采用类似于Apriori算法的先产生候选集，再进行测试的方法，假设有100个频繁项，在传统的关联规则分析中，最多会产生100\*99/2=4950个候选频繁2项集，而在跨事务分析中，会产生300\*299/2=44850个，成指数增加，增加了9倍，而继续构造3频繁项集时数目还会继续增加。随着数据增加，系统内存将会逐渐被耗尽，效率会明显降低。这时，数据的预处理就显得尤为重要，通过数据预处理压缩数据，使后续关联规则的挖掘过程更加高效。

### 3.1.1分段线性化近似

时间序列流数据由于其范围不可估，数据量大的特点为挖掘带来了许多困难，所以为了克服在时间序列挖掘中遇到的这些困难，我们必须在对时间序列流数据正式挖掘之前对时间序列流数据进行压缩处理。所以采用分段线性化近似[19]的方法来对数据进行压缩，平滑，去噪[21]。线性化方法主要就是按照时间序列的变化形态将时间序列转换为不同线段，每个线段可以直观地表示该时间段内时间序列的变化特征[23]，按照时间序列的升降态势该特征总体上可分为3类：上升、平缓、和下降，不同的变化形态表示数据间不同变化趋势。通过分段线性化处理时间序列可以被压缩为多个线段，一般情况下原数据流到线段的压缩率与设置的压缩误差有关系。

### 3.1.2时间序列分割

经过线性化近似处理之后的多元时间序列流数据的各时间序列由长短不一的变化形态，即那些线段组成；且在同一时间段内各时间序列流可能含有多个线段，即一个时间序列流在这一时间段内存在多种变化形态，对新进入滑动窗口的正在分析的基本窗口内的多元时间序列使同一个时间段内各时间序列只有一种变化形态。

时间序列分割的算法主要有：滑动窗口算法、自顶向下算法和自底向上算法[19]。这三种算法具有不同的特点，其中滑动窗口方法效率最低，而自顶向下算法偏重于全局最优化，自底向上算法偏重局部最优化。

#### 3.1.3时间序列符号化表示

经过分割后的时间序列流数据，每个时间序列在同一个时间段内只有一个变化趋势，但是现在直接挖掘线段中的关联关系还是很麻烦的，因为每条线段的长度，斜率，或者是起点都是不一样的，如果用三个参数来表示没那么会产生很多的项，因此，采用聚类的概念，将它们聚类成一个簇，然后用这个簇的中心来表示那些在这个簇中的相似的线段，这样可以压缩挖掘时的数据项的数目，挖掘的结果可能更有用。用一个聚类方法来聚类这些线段，使相似的线段在一个类内，对于流数据来说该聚类方法应该是可增量聚类的。聚类后为每个类分配一个符号，用该符号代表该类内的所有元素，这样时间序列就可由几个符号来表示。常用的聚类方法有K-means,贪婪算法等。

## 3.2关联规则的挖掘

现在所有的时间序列流数据已经是转化了的事务间数据集，因此下面主要任务就是关联规则的挖掘了。针对不同特点是时间序列流采用不同的挖掘算法，并在最经典的算法基础上改进，提高关联规则挖掘的准确性。

### 3.2.1概要存储结构

在时间序列流数据处理过程中，由于数据量太大，如果将扫描过的数据保存在内存中是不现实的会占用太多的内存，如果将其保存在磁盘中，在时间序列流数据查询和挖掘过程中经常要读取已扫描过的数据，通过磁盘来存取花费的时间代价太大，因此，流数据处理系统[21]一般在内存中维护一个概要存储结构来保存那些扫描过的数据的一些概要信息，概要存储结构[17]是关联规则挖掘中的概念，特别是在流数据挖掘的算法中，概要存储结构是一个非常重要的概念，用于保存已扫描过的数据集中有用的信息。本文虽然研究的是时间序列流，但也具有流数据的特征，因此，应该在内存中维护一个概要存储结构。概要存储结构有多种，要能高效地保存数据集中有用的信息，便于挖掘关联规则，提高算法的效率。

### 3.2.2剪枝策略

剪掉对后续挖掘无用的信息。减小问题的处理规模。

根据多元时间序列流跨事务关联规则的性质：组成事务间的所有关联规则的频繁项集的项，必定也是事务内关联规则的频繁项集的项。

利用这个性质在做跨事务关联规则挖掘之前可以先对多元时间序列进行数据预处理，利用传统的事务内关联规则挖掘方法将事务内非频繁项集的项去掉，这样可以有效的减少事务间无效关联规则的生成，进而降低算法所需的时间与空间复杂度。但这个性质只能用在具体挖掘之前，也就是仅仅能排除非频繁一项集，不能再挖掘频繁多项集时起作用，但是经过推证得出，在跨事务关联规则挖掘过程中还有一个类似的性质可以对挖掘频繁多项集时进行剪枝，从而提高挖掘效率。

跨事务关联规则中如果存在某两项或多项同属于某一个事务，那么由这两项或多项一定也是事务内频繁项集。

由这个性质我们可以在挖掘过程中对挖掘的中间结果进行筛选剪枝，从而提高挖掘效率。一般情况下挖掘关联规则最常用方法是Apriori。其思路就是在挖掘频繁k项集的基础上生成候选k+1项集，在生成候选k+1项集时可以仅对其项集内存在的事务内的频繁项集进行测试，如果存在事务内的项集，但是该项集不是事务内频繁项集，那么我们就可以将此候选项集删除，从而减少遍历数据库的次数。本方法要遍历事务内频繁项集库要花费一定的时间，不过统计表明频繁项集库的大小比原始数据库的大小降低的不止一个数量级，因此用事务内频繁项集库进行验证还是能提升效率的。

### 3.2.3具体的挖掘算法

在经过预处理之后，基本窗口内的多元时间序列流段被转换成了事务集，只需要在这个事务集上运行关联规则挖掘算法就可以挖掘出相关的关联规则。我们要研究的是时间序列流数据中的关联规则，因此采用传统的Apriori算法或者是FP-growth算法是不可行的。

#### 3.2.4负关联规则

传统算法生成的关联规则，研究重点大部分在正关联规则上，用支持度，置信度衡量关联规则的重要性，而对于负关联规则的研究非常少。负关联规则是数据集中数据项互斥关系的体现，对于决策支持中能提供很多有用的信息，有的关联规则是无用的信息，甚至是误导的规则，通过负关联规则的挖掘对其进行度量识别正负关联规则，得到有用的关联规则，去除无用的误导规则。目前现有的识别负关联规则的方法，兴趣度，相关性，相关系数等，在挖掘负关联规则时仍然存在不足。

#### 举一个简单的例子,假设有1000条交易记录,分别是买A和B,只买A,只买B两者都不买。假定给定最小支持度minsup=0.3,minconf=0.6。

**表1负关联规则**

|  |  |  |  |
| --- | --- | --- | --- |
|  | B | ¬B | 行总计 |
| A | 400 | 200 | 600 |
| ¬A | 350 | 50 | 400 |
| 列总计 | 750 | 250 | 1000 |

利用 Apriori 算法计算得出 supp(A=>B)=0.4, conf(A=>B) =0.66>minconf,则我们认为A=>B是有效的,购买A和购买B之间存在关系。

不同于传统的关联规则,负关联规则的研究对象是项目和项目之间的互斥关系,比如当某些事件发生的时候,会影响甚至抑制另外一些事件的发生。当决策者想要了解“客户在购买产品A之后会不会对其买产品B产生影响”之类的问题的时候,负关联规则具有很大的信息参考价值。

引入相关性(corrA，B)来判断所挖掘的关联规则的正负性,则可以通过比较

conf(A=>B)与supp(B)来度量A与B的相关性:

corrA,B=![](data:image/x-wmf;base64,183GmgAAAAAAAK0MjATjCQAAAADTVgEACQAAA3YBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIASACxIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9ACwAA2AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIwCxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBQ5BgAj5OKdYABjnVlJGbuBAAAAC0BAQAIAAAAMgqMA54KAQAAACl5CAAAADIKjAMSCQEAAAAoeQkAAAAyCowDygUDAAAAc3VwZQgAAAAyCowDIgUBAAAAKXUIAAAAMgqMA5YDAQAAACh1CQAAADIKjANOAAMAAABzdXBlCAAAADIKbgH3CAEAAAApdQgAAAAyCm4B0QQBAAAAKHUJAAAAMgpuAfUBBAAAAHN1cHAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOQYAI+TinWAAY51ZSRm7gQAAAAtAQIABAAAAPABAQAIAAAAMgqMA6gJAQAAAEJ1CAAAADIKjANGCAEAAABwdQgAAAAyCowDPgQBAAAAQXUIAAAAMgqMA8oCAQAAAHB1CAAAADIKbgEBCAEAAABCdQgAAAAyCm4BeQUBAAAAQXUcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdTYTCjmAnGcAUOQYAI+TinWAAY51ZSRm7gQAAAAtAQEABAAAAPABAgAIAAAAMgpuAZMGAQAAAMh1CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A7mUkZu4AAAoALgCKAQAAAAACAAAAQOYYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)

其取值范围为(l,+∞)为正相关,1为相互独立,[0,1)为负相关。上个例子中corrA,B=400/600\*750/1000=0.88,所以A和B是负相关,A出现得越多会导致B出现得越少[24]。

在负关联规则研究领域,针对项目间的正负相关性,许多专家学者提出了提出了很多有建设性的算法。

P-S兴趣度:interest = (A => B)-sup(A)sup(B),即通过两项独立性来判断其关联性。置信度:杨建林综合考虑了规则准确度、规则相关度、用户主观偏好及兴趣度后,对其进行了改进,提出了置信度validity = p(AB)-p(![](data:image/x-wmf;base64,183GmgAAAAAAAMoB5ALLCQAAAAD0XQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///7r///9gAQAAWgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOQYAI+TbnWAAXJ1nhdmVQQAAAAtAQAACAAAADIK8QCMAAEAAABfeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBQ5BgAj5NudYABcnWeF2ZVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmACOgABAAAAQXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBVnhdmVQAACgAuAIoBAAAAAAAAAABA5hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)B)。

匹配度：match = conf(A=>B) - conf (![](data:image/x-wmf;base64,183GmgAAAAAAAMoB5ALLCQAAAAD0XQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///7r///9gAQAAWgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AUOQYAI+TbnWAAXJ1nhdmVQQAAAAtAQAACAAAADIK8QCMAAEAAABfeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBQ5BgAj5NudYABcnWeF2ZVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmACOgABAAAAQXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBVnhdmVQAACgAuAIoBAAAAAAAAAABA5hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)=> B)。

Brin S首次提出通过的A=>B的卡方值来判断AB的相互独立性,如果是则两者的存在对对方都没有影响,反之,调用二阶矩阵来计算它们之间的正负相关性。

这些方法都能生成正负规则,并在一定范围内削弱无用规则,但产生的规则仍有一定的误导性,不能准确的度量项目相关性程度。

## 4研究方案及进度安排，预期达到的目标和取得的研究成果

## 4.1研究方案

数据预处理过程中分析线性化近似方法，优化已有方法，增强近似度。自底向上，自顶向下相结合。在生成拟合线段时改变传统算法中均值法和插值法，用线性回归法和最小二乘法结合，能够达到更好的结果。

数据预处理改进相似度度量方法，研究分析现有的聚类方法，选取合适的聚类方法。常用的方法有K-means和贪婪算法，K-means算法需要事先确定簇的个数和簇的中心。所以相比而言，贪婪算法更加高效。

关联规则挖掘中算法的优化主要是优化概要存储结构，节省数据库的扫描次数，提升跨事务关联规则的算法性能，结合负关联规则挖掘算法提高关联规则的准确度。然后针对改进的关联规则挖掘算法采用合适的剪枝策略，减小数据的规模，从而达到提高效率的目的。

## 4.2预期达到的目标和取得的研究成果

1.优化线段线性化近似方法。

2.改进相似度度量方法，研究分析现有的聚类方法，选取合适的聚类方法。

3.目前通过调查分析，发现FP-growth算法相比Apriori算法在关联规则挖掘方面效率要更高，而FP-growth算法对于跨事务关联规则挖掘有较好的性能，若直接使用FP-growth算法进行挖掘，当频繁项集规模比较大的时候，FP-tree将可能会由于规模太大无法存于内存中，因此要进行相应的改进。期望在未来能够将FP-growth算法有一定的改进。

4.总结现有的甄别负关联规则的方法，去除传统关联规则挖掘中无用的规则，提高关联规则的实用性和适用性。

## 4.3进度安排

2015年9月-2015年11月：全面查找材料，总结，分析已存在的方法、算法。

2015年11月-2016年5月：根据课题的目的和背景，提出新的算法和模型。

2016年5月-2016年7月：进行编码、实现以及测试，分析实验结果，得出结论。

2016年7月-2016年9月：进行系统总体测试，总结。

2016年9月-2016年12月：总结研究结论，完成论文，准备答辩。

## 5为完成课题已具备和所需的条件和经费

目前，主要包括计算机一台等，基本具备完成本课题的软硬件条件。

## 6预计研究过程中可能遇到的困难和问题以及解决的措施

在研究过程中，可能遇到的问题和相应解决方法如下。

（1）预期困难：在实现各个算法的过程中可能会发现算法描述不够清楚或者存在一些技术上的困难。

解决方法：查阅相关资料，或寻求原作者或指导老师帮助。

（2）预期困难：所运用的数据挖掘算法或者优化算法效果不好

解决方法：改进数据挖掘算法或优化算法，或采用其他方法重新进行试验，或向指导老师请教问题所在。

（3）预期困难：数据集太大，算法运行花费时间长

解决方法：可以采用并行、多处理器等方式运行处理数据集，或配置高配置电脑。
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