采样方法的发展

SMOTE 对少数类随机插值(Chawla et al., 2002) (Lee, 2000)

Ｂｏｒｄｅｒｌｉｎｅ-ＳＭＯＴＥ (Bunkhumpornpat et al., 2009) (于化龙 et al., 2012) (Sanabila et al., 2017)

为少数类样本加入随机噪声(Lee, 2000)

Kubat等人将稀有类和大类交叉分布区域内的样本重新标定成稀有类样本 ,以降低不平衡度(Kubat et al., 1997)

单边采样 去除噪声和冗余及边界样本 (Kubat and Matwin, 1997)

主动欠采样 删去远离决策面的样本点 (杨泽平, 2015)

混合采样 (Raskutti and Kowalczyk, 2004)

变分自编码器 (Kingma and Welling, 2013)

生成式对抗网络 (Goodfellow et al., 2014)

一类学习 (one2class learning) [ 42 ]也被用于处理  
不平衡问题. 当样本数量不平衡时 ,并且当特征空间  
中混杂有大量噪音特征时 ,基于学习单一稀有类样  
本的产生式模型 ,相比于学习两类问题的判别式模  
型具有更好的性能 [ 19 ]
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