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# 一、立项背景（研究现状、趋势、研究意义等）

生成模型是目前机器学习中研究比较多的一个领域，在机器学习中，我们得到的数据通常假设其为独立同分布数据，生成样本则是指通过对其概率密度分布进行建模，并在该分布上进行采样的结果。但是由于数据的高维分布，使得我们难以通过建模方式来获取其分布，生成模型则是在不直接对数据分布进行建模的前提下，对数据样本进行扩充，或者是根据现有样本，合成一些新的样本。

生成式模型不仅在人工智能领域占有重要地位,生成方法本身也具有很大的研究价值。生成方法和判别方法是机器学习中监督学习方法的两个分支。生成式模型是生成方法学习得到的模型，生成方法涉及对数据的分布假设和分布参数学习, 并能够根据学习而来的模型采样出新的样本[1]。

不平衡数据集通常是指样本数据集的类别分布表现出不平衡的问题，数据集的不平衡问题会影响分类器的性能。当一些传统的方法面对不平衡问题时，往往不能取得很好的效果[2]，因为现有的成熟的分类器设计都是基于类分布大致均衡这一假设，用于训练的数据集是大致平衡的，以提高数据集的总体分类准确率为目标，忽略了少数类样本的重要性。所以当这些分类器应用到不平衡数据集的分类问题时，对于多数类的有较高的识别率，但少数类的识别率却很低。不平衡样本是生物信息数据的一个常见的问题，实际问题中也存在大量不平衡样本集的分类问题:信用卡欺诈行为检测，网络入侵检测，医学疾病诊断等。实际上不仅是类别数目的不平衡影响分类算法的结果，不同类的数据间的重合程度也会影响分类结果。而且数据集本身的概念复杂性、类重叠与类的不平衡分布的问题，使得不平衡数据的学习受到了广泛的关注和研究。

# 二、国内外研究现状和发展趋势

## 1．国内外研究现状

## 2．研究现状存在的核心问题和本项目的研究设想

* **研究现状存在的核心问题**

①

* **本项目的研究设想**
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# 三、拟解决的关键科学问题和主要研究内容

## 研究内容

## 拟解决的关键问题

# 总体研究方案

## 学术思路

## 技术途径

## 可行性分析

# 项目计划目标

## 总体目标

本项目以基于多方计算下的时间序列异常检测为研究对象，通过设计安全多方协议使得算法能够将时间序列数据在加密后的密文条件下依然能够检测出异常数据。把时间序列异常检测、加密算法、以及安全多方协议等一系列内容整合成一个在安全多方下隐私保护的心电异常检测原型系统。

## 预期目标

**理论成果：**以高质量的学术论文5-6篇、研究生学位论文7-8人的形式提交。

**应用成果：**成果形式包括原型系统、相应软件以及关键技术的技术标准和专利申请。建立一个在安全多方计算下隐私保护的心电数据异常检测的原型系统，保证系统安全性、准确性。

**申请专利：**计划申报安全多方计算下时间序列异常检测算法的软件著作权，申请3项相对应的技术发明专利。

**人才培养：**培养时间序列研究和信息安全领域研究生7-8名。

**主要技术指标：**

* 安全性：确保在半诚实模型下，整个系统是安全可靠的，所有算法的中间结果，通讯协议的数据都不会导致隐私的泄露
* 准确性：针对给定的时间序列异常的定义，确保针对时间序列的检测时可以准确无误的将异常检测出来并返回客户端，尤其对于心电数据的检测，准确性的要求较高。
* 效率性：针对密文下的数据通常所需要的时间代价是非常大的，通过优化算法，保证系统的时间耗费满足异常检测的需求。

# 六、项目计划进度

## 1.计划进度

本项目拟在两年内完成，其研究的总体安排与进度如表1：

表1 项目计划进度

|  |  |
| --- | --- |
| 2017.10-2018.2 | 完成数据的采集工作，对数据的预处理部分，研究时间序列异常相关知识，包含针对具体的时间序列数据采取何种表达方式，对异常的定义，意见在明文下高效的时间序列异常检测算法的设计和实现。发表阶段性学术论文1-2篇，参加学术会议及讨论。经费拟使用所批准经费的30%左右。 |
| 2018.2-2018.9 | 针对现有的时间序列异常检测方法做出总结，简化算法流程，在算法层面上适应加密的需求。发表阶段性学术论文1篇，参加学术会议，经费拟使用所批准经费的20%左右。 |
| 2018.9-2019.2 | 针对安全多方计算的需求，根据前面工作中设计的时间序列异常检测算法设计安全多方协议，保证在半诚实模型下协议的安全可靠，测试不同的加密算法耗费资源的差异并选择最优加密算法，发表阶段性论文2-3篇。参加学术会议并讨论，经费拟使用所批准经费的30%左右。 |
| 2019.2-2019.10 | 根据协议实现异常检测算法，并针对不同的测试集进行测试，验证可行性后。运用至心电检测的原型系统中，反复验证，开发出安全、准确、快速的多方下隐私保护的心电检测系统。参加学术会议，对相关成果申请专利，邀请领域内专家交流讨论。经费拟使用所批准经费的20%左右。 |

## 2．工作条件

项目组依托哈尔滨工业大学深圳研究生院网络信息中心，所在的移动计算实验室拥有40多台高性能计算机，10台数据处理工作站，以及5台高性能服务器。本项目计划先在实验室使用数据处理工作站搭建小型分布式云平台，达到预期效果后，接入开放的云平台上，开展进一步的试验验证，并由此优化本项目的研究成果。

并且，哈尔滨工业大学深圳研究生院计算机学科已建成计算机应用中心、网络信息中心、智能计算等研究中心，每年投入的建设经费超过百万元，拥有一批Lenovo、Dell、HP等品牌的先进的试验设备和软件，可以满足项目研究的软硬件需要。另外，在文献资料方面，我校图书馆已经购买多个知名数据库镜像，可以查阅和下载历史和最新的国内外会议、期刊论文，了解最新的研究动态。本项目负责人及项目组成员跟国际同行有较密切联系，能够及时获得国际最新成果。

# 七、研究团队

## 项目负责人和核心研究人员简介
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