**基于深度学习的小型无人机视觉检测技术研究**

**1.题目背景：**

近年来随着无人机技术的飞速发展，无人机被广泛应用于多种领域，如航拍、运输、救援等。同时，无人机的黑飞、滥飞现象也层出不穷，如擅闯机场禁飞区、拍摄居民楼内隐私照片等，对公共安全和个人隐私造成极大的危害。因此，通过视觉检测技术监测敏感空域中的无人机迫在眉睫。常见的民用无人机体型较小，而无人机监测系统所需求的探测距离较大，因此无人机在图像画面中的像素面积较小，对无人机视觉监测系统的小目标检测能力提出严峻挑战。

**2.题目介绍：**

本题目希望帮助同学们了解经典的卷积神经网络，并对无人机的视觉检测技术展开研究，并进一步引导同学们针对如何提升无人机小目标的检测能力展开探索。**题目分为两个部分：1.无人机检测基础任务；2.无人机小目标检测进阶任务。**

**2.1 无人机检测基础任务（必做）：**

常用于无人机视觉检测的经典卷积神经网络有Faster R-CNN [1], YOLOv3 [2], CenterNet [3] 等等（均有开源代码）。同学们需自选一种经典的卷积神经网络并阅读相关论文以加深了解，然后基于给定的无人机检测数据集，将对应网络模型部署到无人机检测任务上。具体而言，题目给定包含小型无人机的数据集，且数据集被划分为两个部分：训练集和测试集。同学们需在训练集上训练自己的深度学习模型，并在测试集上测试其检测精度(AP at IoU=0.50) [4]，**不可以使测试集参与训练**。完成无人机数据集上的仿真验证实验后，同学们需在提交文档中指出自己所选用的经典卷积神经网络模型中，作者设计了哪些结构或者采用了哪些Tricks有助于无人机小目标检测，指出一两点即可。

**2.2 无人机小目标检测进阶任务（选做）：**

本题中的**小目标定义**为：**无人机轮廓框的像素面积小于32\*32像素** [4]。

同学们需自我探索如何在自己所选用的经典卷积神经网络基础上提升对无人机小目标的检测效果，可以考虑的方法包括但不限于：

1. 数据增强：通过随机剪切粘贴等方式扩增数据集中的小目标数量；
2. 迁移训练：先在中等以上大小的目标上训练模型，然后再在小目标上进行针对训练；
3. 多尺度特征融合（常用）：通过特征金字塔、路径聚合等方式将小感受野的特征图和大感受野的特征图进行融合，同时提升小目标和大目标的检测能力；
4. 调参（简单、直接）：提高Region Proposals [1]、Anchors [2]、Centers[3]的覆盖密度；
5. 超分辨率特征增强（困难）：设计超分辨率特征增强模块，使网络对小目标特征更为敏感。

**3.题目细节：**

**3.1 数据集**

1. 考虑到计算资源受限，我们选择了南加州大学（USC）的旋翼无人机数据集包含1765张图片和对应的1765个txt标签。USC数据集不能商用，我们希望同学们不要向外传播。

链接： https://pan.zju.edu.cn/share/4b3d6ec2281c6167a39deb2e7d

访问密码：1234

2. 标签为文件夹内的与图片同名的txt格式，一行包含五个数字：l x y w h。l代表类别，在本数据集中都为0，即代表无人机。x y w h用来描述无人机轮廓框在图片中的位置，并且都以图片长宽的比例形式表征。假设图片长度为W，宽度为H，以图片的左上角为原点，向右为x正方向，向下为y正方向，则轮廓框的中心坐标为（x\*W，y\*H），轮廓框的长度为w\*W，轮廓框的宽度为h\*H。

3. 请同学们自行按照4:1的比例将数据集随机划分为训练集和测试集，用训练集训练模型，用测试集评估模型的检测精度（AP at IoU=0.50，AP指标请参考MSCOCO数据集[4]），注意不能让测试集参与训练过程。

**3.2 最终提交内容**

最终提交一份Word文档，需包含以下内容：

1. 必做部分：对自己所选用卷积神经网络模型的简要介绍，不要原文翻译；
2. 必做部分：模型训练和测试的实验记录；
3. 必做部分：简要说明所选用经典卷积神经网络的作者设计了哪些结构或者采用了哪些Tricks有助于无人机小目标检测；
4. 选做部分：详细描述自己如何在经典网络基础上增强其对无人机小目标的检测能力，并附上消融实验记录（原网络和改进后网络对于小目标的检测精度对比）

**3.3 评分规则**

最终提交文档的必做部分（1~3）构成基础分，必做部分不看重模型的检测精度，同学们不必刻意刷分；而最终提交文档的选做部分（4）作为加分项。
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