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| (a)  The actual Java code for the given algorithm is as follows:  public int[] proc1(int[] A, int n) {  if(n > 0) {  proc1(A, n-1);  int x = A[n];  int i = n - 1;  while(i >= 0 && A[i] > x) {  A[i + 1] = A[i];  i = i - 1;  }  A[i+1] = x;  }  return A; }  The algorithm is known as *Insertion sort*.  The recurrence relation of recursive insertion sort is:  T(n) = T(n-1) + n.  It can be solved by the method of substitution and is found to be equal to n2.  The worst-case time complexity of the algorithm is Big Theta of n2 (Θ(n2)) and it occurs when the input array is sorted in reverse order (e.g. input\_array = {5, 4, 3, 2, 1}).  What the algorithm is computing: The algorithm is given as input an array and the size of the array. Then the input is sorted in ascending order (e.g. inputting {5, 4, 3, 2, 1} will output {1, 2, 3, 4, 5}).  (b)  (i)  A comparison-based sorting algorithm is a type of sorting algorithm that can only gain information about items in the input sequence - (a1, a2, …, an) - by performing pairwise-comparisons. The only requirement for applying a comparison-based sorting algorithm is that the operator forms a total preorder over the data. This means:   * If ai <= aj and aj <= az then ai <= az * For all ai and aj, ai <= aj or aj <= ai   Simply put, a sorting algorithm can be applied when the input data can be ordered. | | | | | | |  | |
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| (ii)  The Java code for the given algorithm is as follows:  public int[] proc2(int[] array) {  for(int j = 0; j < array.length - 1; j++) {  int min = j;  for(int i = j + 1; i < array.length; i++) {  if(array[i] < array[min]) {  min = i;  }  }  int temp = array[j];  array[j] = array[min];  array[min] = temp;  }  return array; }  This algorithm is known as *Selection sort*.  Selection sort *is* in place and *not* stable. Its worst-case time complexity is Big Theta of n2 (Θ(n2)).  For an algorithm to be in-place, the memory used must be O(1). Selection sort is in-place because it does not require extra space in order to sort the input data. To prove that the algorithm is in-place we need to go through how the algorithm sorts its input.  First, the algorithm divides the input into two parts – sorted and unsorted. Initially, the sorted sublist is empty and the unsorted sublist is the whole input.  Then the algorithm repeatedly finds the smallest element from the unsorted part and swaps it with the leftmost unsorted element. That element is now “added” to the sorted sublist and “removed” from the unsorted sublist. Of course, both sublists do not physically exist. The whole input is divided into sublists with the use of pointers which indicate where the sublists start and end.  This means that using the Selection sort algorithm to sort an input does not require extra space in order to correctly sort the input data.  For an algorithm to be stable, the order of the elements that have the same values should not change when the data structure that they are in is sorted.  Selection sort in *not* stable. As described above, the way that Selection sort works is by swapping elements from the front of the array into the spot vacated by the minimum element. | | | | | | |  | |
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| Because of the way it sorts the input, the sorted order is not correct, making Selection sort *not* stable.  An example showing than Selection sort is *not* stable:  Input array: {4, 4, 2}.  Let the two 4’s be shown as ‘a’ and ‘b’ to be able to distinguish between them. This makes the input array look like: {a, b, 2}.  If we try to sort the example input using Selection sort we get as an output:  {2, 4, 4}, which is {2, b, a}  From this example we can clearly see that, while the output is valid (it is correctly sorted), that the order of the numbers with the same values is changed. This example proves that Selection sort is *not* stable.  (iii)  We can modify Selection sort by using an implicit heap data structure. Using the heap data structure in conjunction with Selection sort, we greatly improve the base algorithm. This “new” algorithm is known as Heapsort.  Heapsort, like Selection sort, divides its input into a sorted and unsorted part. The difference is that Heapsort does not linearly scan the unsorted part. Instead, it holds the unsorted part in a heap data structure which allows the algorithm to more quickly find the sough-after element in each step.  Implementing the heap data structure in the Selection sort algorithm improves the worst-case time complexity of the algorithm from Big Theta of n2 **(Θ(n2))** to Big Theta of (n\*logn) **(Θ(n\*logn))**.  Implementing the heap data structure does not change the space complexity of the Selection sort algorithm (which is O(1)). This is because the heap data structure is not physically created but merely the data in the unsorted part of the input is rearranged into a heap, in place. | | | | | | |  | |
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| (iv)  In order to improve the performance of the original Quicksort algorithm, we could:   * Use multiple pivots to partition its input into some *x* number of subarrays using *x-1* pivots.   In the original Quicksort algorithm, only a single pivot is used to partition the input into two subarrays. Using multiple (more than one) pivots improves the performance of the algorithm because it takes advantage of modern caching, and therefore demonstrates better practical performance.   * Choose the median of the first, middle and last element of the input as a pivot.   In the original Quicksort algorithm, the last element of the input sequence is selected as a pivot. But this causes worst-case behaviour on already sorted arrays.  When no information about the ordering of the input sequence is known, then setting the median of the first, middle and last element of the input as a pivot prevents the worst-case performance of having a sorted array as an input and increases the likelihood of the pivot being close to the median of the whole array. The closer the selected pivot is to the median of the input, the better performance we get. This is because when we divide the input into two parts, the closer to being equal the parts are, the faster the input array can be sorted. | | | | | | |  | |
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| (a)  Kruskal’s algorithm is a minimum spanning-tree (MST) computing algorithm. It works by creating a forest in which edges are added by:   * Finding an edge with the least possible weight. * Checking that the edge does not form a cycle with the already added edges.   How Kruskal’s algorithm will create a MST with the given problem:  **Sorted edges by weight Subtrees**  1: (H, I) (H, I), (A), (B), (C), (D), (E), (F), (G), (J)  2: (D, B) (H, I), (D, B), (A), (C), (E), (F), (G), (J)  3: (A, C) (H, I), (D, B), (A, C), (E), (F), (G), (J)  4: (H, B) (H, I, D, B), (A, C), (E), (F), (G), (J)  5: (J, C) (H, I, D, B), (A, C, J), (E), (F), (G)  6: (G, H) (H, I, D, B, G), (A, C, J), (E), (F)  7: (C, D) (H, I, D, B, G, A, C, J), (E), (F)  9: (J, E) (H, I, D, B, G, A, C, J, E), (F)  10: (C, B) REJECTED  11: (E, F) (H, I, D, B, G, A, C, J, E, F) DONE  12: (A, B)  …  This is how the MST formed by Kruskal’s algorithm will look: | | | | | | |  | |
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| (b)  The problem given is known as 0-1 Knapsack problem.  We are given:   * A maximum allowed weight of 7. * Four items that we can choose from (we can choose only one item from each): * (weight, value) -> (1, 1), (3, 4), (4, 5), (5,7)   We need to choose such items that will *maximise* the total value, while not going over the weight limit.  To solve this problem, we can either use the recursive approach or the bottom-up approach. For this problem, we will use the bottom-up approach.  The Java code for solving this problem using Dynamic Programming:  public class Solution {  //Returns the bigger of the two input integers.  static int getMax(int a, int b) {  return (a > b) ? a : b;  }   // Returns the maximum value  static int calculateMaxValue(int maxWeight, int weights[], int values[], int length)  {  int table[][] = new int[length + 1][maxWeight + 1];   // Build the table in a bottom up manner  for (int i = 0; i <= length; i++) {  for (int j = 0; j <= maxWeight; j++) {   if (i == 0 || j == 0)  table[i][j] = 0;   else if (weights[i - 1] <= j)  table[i][j] = *getMax*(  values[i - 1] + table[i - 1][j - weights[i - 1]],  table[i - 1][j]);  else  table[i][j] = table[i - 1][j];  }  }   return table[length][maxWeight];  } | | | | | | |  | |
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| public static void main(String args[])  {  // Gives the input for solving the problem  // The input number must be sorted (ascending order)  int values[] = new int[] { 1, 4, 5, 7 };  int weights[] = new int[] { 1, 3, 4, 5 };  int maxWeight = 7;   // Calculates the maximum value  int maxValue = *calculateMaxValue*(maxWeight, weights, values, values.length);   // Displays the maximum value  System.*out*.println("Max value: " + maxValue);  } }  The output of the following code is: Max value: 9.  Clearly the output is correct because we can get the maximum value by choosing the second (3, 4) and the third (4, 5) element.  How the solution works:  We have two arrays – *values*, containing the values, and *weights*, containing the weights. The first element of the *weights* array has its value stored in the first element of the *values* array. This is valid for all the other elements in the arrays. (the second element of the *weights* array corresponds to the second element of the *values* array and so on)  In order to solve this problem using Dynamic Programming we will create a temporary array which will hold all possible *maximum* values. This is done so we can avoid recomputations of the same subproblems, thus making our algorithm better timewise. (in comparison to using a basic recursive functions).  We create a two-dimensional array in which the *columns* are all the possible weights and the *rows* are the weights given to us in our problem. | | | | | | |  | |
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| The table containing the solution to our problem should look like this:  Total weight    0 1 2 3 4 5 6 7    0  1  3  4  5  0 0 0 0 0 0 0 0  0 1 1 1 *1* 1 1 1  Given weights  0 1 1 4 **5** 5 5 5  0 1 1 4 5 6 6 9  0 1 1 4 5 7 8 9  For a chosen *value* (table[i][j]), it will denote the maximum value for a given weight (j) using only the values until the i-thelement. (i-th element included).  To explain how the algorithm works we will use an example:  table[2][4] -> the element we have chosen is element ‘**5**’ (denoted in bold in the example).  What this element shows is the *maximum value* that we can get using the first two given weights – (1, 1), (3, 4) – while maintaining a maximum weight of 4. The maximum value is calculated by choosing the bigger of the two:   * table[i-1][j] which is equal to 1 * *values*[i] + table[i-1, j-i] which is equal to 4 + 1 = 5   So, the formula for populating the table from the “bottom-up” can be condensed to the following:  **Max (table[i-1][j] OR *values*[i] + table[i-1, j-i])** | | | | | | |  | |
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| Note: if, when calculating the bigger of the two elements, we get an undefined value, we just choose the defined value. It is guaranteed that at least one of the values will be defined.  Also, when constructing the table, if *i* or *j* are equal to zero, we set the corresponding value in the table to zero. This is done so the formula can function properly.  When the table is constructed and populated, we just return the final element. This is the maximum value that we can obtain, given our maximum weight and items that we can choose from. Using this “bottom-up” method we get a time complexity of O(N\*W) where ‘N’ is the number of items we can choose from and ‘W’ is the maximum weight. We also use some space for constructing the array, meaning that our algorithm is not in-place. | | | | | | |  | |
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| (a)  The basic steps of performing a neighbourhood search are:   * Start at some initial solution. * Examine the neighbouring solutions. * Move to a neighbour if it is better (or simply not worse). * Repeat step 2 until some stopping criterion is met.   (b)  (i)  A chromosome is a representation of a solution. The chromosome for the solution:   * Will start with ‘59’. * Will end with ‘59’. * The numbers in between will be from 1 (included) to 67 (included), but without 59. Each number (excluding 59) will be present once.   (ii)  A fitness function can be applied to all individuals and it is used to evaluate said individuals.  An appropriate fitness function for this problem would be one that aims to *minimise* the total distance walked in the tour.  (iii)   * We create an initial solution. In this problem, random ‘trails’ are created, which have valid chromosomes. * We apply the fitness function to determine how fit the individuals in our population are. The goal is to minimise the total distance walked. * A fitness score is calculated for each individual. The lower the total distance walked is, the higher the score of the individual is. | | | | | | |  | |
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| * Then we move on to the selection phase in which the fittest individuals are selected to ‘reproduce’. Also, in this phase, the individuals with the lowest fitness from the initial population are ‘discarded’. * The fittest individuals create offspring. The offspring are a combination of their parents’ genes. * There is a low chance that a gene if an individual can mutate. * The algorithm stops when the individuals of the current generation have no significant difference with the individuals of the previous generation. For this problem, this means that an optimal ‘trail’ is found.   (iv)  There are limitations to genetic algorithms:   * They do not scale well with complexity. * They often find a good solution, but not the best one. * There is always the chance for an individual to have mutations. These mutations can be good but can also lead to the loss of good solutions.   (c)  We have an undirected graph G = (V, E) which consists of a finite set of vertices (V) and a finite set of edges (E).  We need to assign labels from a finite set (L) to the vertices of the graph in such a way that **no two adjacent vertices** have the same label.  This problem is known to be NP-complete. A problem is NP-complete if the problem itself is NP and every problem in NP has a polynomial time reduction to our problem.  NP-complete problems are the ‘hardest’ to solve in the set of problems NP.  Our problem is formally known as the NP-complete problem of ‘Graph colouring’. The difference is instead of labels, we colour the vertices. Generally speaking, the two problems are the same.  This problem can be solved using backtracking. | | | | | | |  | |
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| Example:  We have an example undirected graph:  And we have an example set of labels: L = {label1, label2, label3}  Then we initiate the backtracking algorithm, which will set the labels of the nodes using the following logic:  DONE | | | | | | |  | |
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| Using the backtracking algorithm, we find feasible solutions in large state spaces. The algorithm will either find a solution and will finish or it won’t find a feasible solution in the branch that it is, and it ‘backtracks’. If no feasible solution is found, and there are no more options left, then there is no solution to the given problem.  (d)  (i)  A Linear Program, in general, has three key features:   * A linear objective function. * A system of linear constraints. * Decision variables which are non-negative.   The ‘linear program’ given in the question is *not valid*.  maximise 3𝑥 + 5𝑦 − 𝑧  subject to 𝑥 + 12𝑦 + 𝑧 ≤ 0  𝑥 − 2𝑦𝑥 + 2𝑧 ≤ 0  𝑥 ≥ 0, 𝑦 ≥ 1, 𝑧 ≥ 0  It is *not valid* because there is a constraint which is not linear.  That constraint is: 𝑥 − 2𝑦𝑥 + 2𝑧 ≤ 0, and more specifically – 2yx, which is a multiplication of linear forms, which in turn makes the whole program not linear.  (ii)  In general, the minimum value of the function *f* will lie on a vertex of the polytope. This means that the optimum (minimum/maximum) value is never in the interior of the polytope.  (iii)  x + 12y <= 12  5x + 3y <= -1  x >= 0, y >= 0 | | | | | | |  | |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **ANSWER SHEET**  (leave space on the right for comments) | | | | | | | | |
| **Assessment ID:** | | **PASS-CSP1** | | **Section:** | | **COMP1201** | | |
| Student ID: | 30824966 | | Question: | COMP1201\_3 | Page number: | | | 14 |
| First, we select a variable which we wish to eliminate. We pick variable *x*.  x <= 12 – 12y  x <= (-1 -3y) / 5  x >= 0  y >= 0  Now we have one lower bound and two upper bounds for *x*.  We need to match these and eliminate *x.*  0 <= 12 – 12y  0 <= (-1 -3y) / 5  y >= 0  Now we have only one variable left – *y*. We simplify the system to make *y* stand by itself on one side of our inequalities.  y <= 1  y <= -(1/3)  y >= 0  We get a conflict. *y* cannot be >= 0 while simultaneously being <= -(1/3).  From the conflict we can conclude that our system of linear inequalities describes an unfeasible set of constraints. | | | | | | |  | |