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họ và tên: TRẦN THỊ VUI

DỰ BÁO MỰC NƯỚC TẠI TRẠM THAKLEK TRÊN SÔNG MEKONG DÙNG RANDOM FOREST

ĐỒ ÁN TỐT NGHIỆP

HÀ NỘI, NĂM 2021

|  |  |
| --- | --- |
| **bỘ GIÁO DỤC VÀ ĐÀO TẠO** | **BỘ NÔNG NGHIỆP VÀ PTNT** |

TRƯỜNG ĐẠI HỌC THỦY LỢI

HỌ VÀ TÊN: TRẦN THỊ VUI

DỰ BÁO MỰC NƯỚC TẠI TRẠM THAKLEK TRÊN SÔNG MEKONG DÙNG RANDOM FOREST

|  |  |
| --- | --- |
| Ngành: | Công nghệ thông tin |
| Mã số: | 7480201 |

|  |  |
| --- | --- |
| NGƯỜI HƯỚNG DẪN | 1. PGS.TS NGUYỄN THANH TÙNG |
|  |  |

HÀ NỘI, NĂM 2021

|  |  |
| --- | --- |
|  | CỘNG HOÀ XÃ HỘI CHỦ NGHĨA VIỆT NAM  **Độc lập - Tự do - Hạnh phúc**  ----------★----------  **NHIỆM VỤ ĐỒ ÁN TỐT NGHIỆP** |

|  |  |
| --- | --- |
| Họ tên sinh viên: **Trần Thị Vui** | Hệ đào tạo : **Đại học chính quy** |
| Lớp: **59TH2** | Ngành: **Công nghệ thông tin** |
| Khoa: **Công nghệ thông tin** |  |

1. TÊN ĐỀ TÀI:

DỰ BÁO MỰC NƯỚC TẠI TRẠM THAKLEK TRÊN SÔNG MEKONG DÙNG RANDOM FOREST

1. CÁC TÀI LIỆU CƠ BẢN:
2. [Machine Learning | Coursera](https://www.coursera.org/learn/machine-learning/home/welcome) (coursera.com)
3. https://www.python.org/
4. https://www.djangoproject.com/start/
5. https://codelearn.io/sharing/web-step-by-step-voi-django
6. https://machinelearningmastery.com/random-forest-for-time-series-forecasting/
7. NỘI DUNG CÁC PHẦN THUYẾT MINH VÀ TÍNH TOÁN:

* Chương 1: Giới thiệu (20%)
  + Lý do chọn đề tài
  + Mục tiêu đề tài
  + Đối tượng và phạm vi nghiên cứu
* Chương 2: Tiếp cận cơ sở lý thuyết (20%)
  + Học máy
  + Khai phá dữ liệu
  + Bootstrap và bagging
  + Cây hồi quy
  + Random Forest
  + Lỗi của mô hình
  + Phương pháp đánh giá độ chính xác của mô hình
* Chương 3: Phương pháp và xây dựng mô hình (30%)
  + Dữ liệu
  + Công cụ
  + Ứng dụng dữ liệu và công cụ để xây dựng mô hình và triển khai trên web
* Chương 4: Đánh giá kết quả đạt được (30%)
  + Huấn luyện mô hình
  + Kết quả và kiểm định mô hình
  + Kết luận & kiến nghị

1. GIÁO VIÊN HƯỚNG DẪN TỪNG PHẦN

|  |  |
| --- | --- |
| **Phần** | **Họ tên giáo viên hướng dẫn** |
| Tiếp cận cơ sở lý thuyết | Nguyễn Thanh Tùng |
| Ứng dụng phương pháp và xây dựng mô hình |

1. NGÀY GIAO NHIỆM VỤ ĐỒ ÁN TỐT NGHIỆP

Ngày .... tháng …. năm 2021.

|  |  |  |
| --- | --- | --- |
| **Trưởng Bộ môn**  *(Ký và ghi rõ Họ tên)* |  | **Giáo viên hướng dẫn chính**  *(Ký và ghi rõ Họ tên)* |

Nhiệm vụ Đồ án tốt nghiệp đã được Hội đồng thi tốt nghiệp của Khoa thông qua.

|  |
| --- |
| Ngày …. tháng …. năm 2021.  **Chủ tịch Hội đồng**  *(Ký và ghi rõ Họ tên)* |

Sinh viên đã hoàn thành và nộp bản Đồ án tốt nghiệp cho Hội đồng thi.

|  |
| --- |
| Ngày .... tháng …. năm 2021.  **Sinh viên làm Đồ án tốt nghiệp**  *(Ký và ghi rõ Họ tên)* |

|  |  |
| --- | --- |
| logo | TRƯỜNG ĐẠI HỌC THUỶ LỢI  **KHOA CÔNG NGHỆ THÔNG TIN**  BẢN TÓM TẮT ĐỀ CƯƠNG ĐỒ ÁN TỐT NGHIỆP |

TÊN ĐỀ TÀI: Dự báo mực nước tại trạm Thakhek trên sông Mekong sử dụng Random Forest.

*Sinh viên thực hiện*: Trần Thị Vui

*Lớp*: 59TH2

*Giáo viên hướng dẫn*: PGS.TS Nguyễn Thanh Tùng

**TÓM TẮT ĐỀ TÀI**

Lũ lụt là một hiện tượng thời tiết phức tạp, để lại nhiều thiệt hại nặng nề về tài sản và tính mạng tại khu vực trực tiếp chịu thiên tai. Việt Nam là một trong những nước có tần suất lũ lụt cao, các khu vực vùng Đồng bằng sông Cửu Long, Đồng bằng duyên hải miền Trung, Đồng bằng Bắc Bộ nhiều năm gần đây chứng kiến nhiều trận lũ lịch sử đỉnh điểm là trận lũ miền Trung diễn ra vào tháng 10 và 11 của năm 2020. Vì thế việc dự báo mực nước tại các trạm trên sông Mekong là cần thiết để có thể hỗ trợ cảnh báo lũ cho vùng đồng bằng sông Cửu Long, giảm thiểu một cách tối ra thiệt hại về người và tài sản.

Random Forest (RF), một trong những phương pháp phi tuyến nổi trội được dùng phổ biến trong lĩnh vực học máy và khai thác dữ liệu trên thế giới những năm gần đây, RF hoạt động tốt trên các bài toán phân loại và hồi quy và ít bị ảnh hưởng bởi nhiễu (noise). Vì vậy, RF có thể ứng dụng vào xử lý cho bài toán dự báo mực nước tại trạm Thakhek trên sông Mekong.

**CÁC MỤC TIÊU CHÍNH**

* Tìm hiểu các phương pháp học máy, phương pháp học máy kết hợp (ensemble learning).
* Tìm hiểu phương pháp học máy rừng ngẫu nhiên (RF -Random Forest) và các phiên bản cải tiến của RF.
* Ứng dụng RF dự mực nước tại trạm Thakhek trên sông Mekong.

**KẾT QUẢ DỰ KIẾN**

* Mô hình học máy RF dự báo mực nước tại trạm Thakhek trên sông Mekong.
* Xây dựng được một website để dự báo mực nước sử dụng RF tại trạm Thakhek trên sông Mekong.
* Viết báo cáo và tổng kết.

LỜI CAM ĐOAN

Tác giả xin cam đoan đây là Đồ án tốt nghiệp của bản thân tác giả. Các kết quả trong Đồ án tốt nghiệp này là trung thực, và không sao chép từ bất kỳ một nguồn nào và dưới bất kỳ hình thức nào. Việc tham khảo các nguồn tài liệu (nếu có) đã được thực hiện trích dẫn và ghi nguồn tài liệu tham khảo đúng quy định.

|  |  |
| --- | --- |
|  | **Tác giả ĐATN**  *Chữ ký*  **Trần Thị Vui** |

LỜI CẢM ƠN

Sau hơn 4 năm học tập tại trường Đại học Thủy Lợi nói chung và khoa Công nghệ thông tin nói riêng, em đã nhận được sự chỉ bảo và giúp đỡ của các thầy cô giáo và các bạn rất nhiều trong lĩnh vực học tập và cuộc sống.

Đầu tiên, em xin chân thành cảm ơn các thầy cô giáo Trường đại học Thủy Lợi và đặc biệt là các thầy cô giáo khoa Công nghệ thông tin đã dạy cho em có được những kiến thức để phục vụ cho việc thực hiện đồ án. Đặc biệt, trong 14 tuần làm đồ án, em đã được sự hướng dẫn nhiệt tình của Phó giáo sư, tiến sĩ, thầy giáo Nguyễn Thanh Tùng. Em xin gửi lời cảm ơn chân thành tới thầy cô đã giúp đỡ, bổ sung cho em những kiến thức, cho em những lời khuyên và sự góp ý để em có thể hoàn thành đồ án một cách nhanh chóng và hiệu quả nhất.

Trong suốt thời gian học tập và hoàn thành đồ án em đã may mắn được thầy cô chỉ bảo, dìu dắt và được gia đình bạn bè quan tâm, động viên luôn bên cạnh và tạo mọi điều kiện thuận lợi đẻ cho em có thể hoàn thành đồ án này. Trong suốt quá trình làm đò án với đề tài “**Dự báo mực nước tại trạm ThakLek trên sông MeKong dùng Random Forest**”, em đã cố gắng hết sức để xây dựng và hoàn thiện đồ án một cách tốt nhất, nhưng do kiến thức còn hạn chế, thời gian làm đồ án có hạn và kinh nghiệm thực tế chưa có nên cũng không thể tránh được những sai sót. Một lần nữa, em xin chân thành cảm ơn thầy cô giáo, bạn bè và gia đình đã giúp đỡ em trong suốt thời gian qua.
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DANH MỤC CÁC TỪ VIẾT TẮT VÀ GIẢI THÍCH CÁC THUẬT NGỮ

**ĐATN:** Đồ án tốt nghiệp

**RF:** Random Forest

**DEPLOY**: Triển khai mô hình

**TEST ERROR**: Lỗi kiểm thử

**UNSUPERVISED LEARNING**: Học không giám sát

**VALIDATION ERROR:** Lỗi kiểm định

# GIỚI THIỆU

## Lý do chọn đề tài

Lũ lụt là một hiện tượng thời tiết phức tạp, để lại nhiều thiệt hại nặng nề về tài sản và tính mạng tại khu vực trực tiếp chịu thiên tai. Theo thống kê của Tổ chức Hợp tác và Phát triển Kinh tế (Organization for Economic Co-operation and Development – OECD), mỗi năm toàn thế giới chịu thiệt hại hơn 40 tỉ đô la Mỹ, ảnh hưởng đến xấp xỉ 250 triệu người, tần suất xuất hiện lũ lụt đã tăng gần gấp đôi trong giai đoạn 2000-2009 so với thập kỷ trước đó và số lần lũ lụt trong khoảng thời gian 2010 đến 2013 nhiều hơn tổng số lần lũ lụt của cả thập niên 80. Việt Nam là một trong những nước có tần suất lũ lụt cao; các khu vực vùng Đồng bằng sông Cửu Long, Đồng bằng duyên hải miền Trung, Đồng bằng Bắc Bộ nhiều năm gần đây chứng kiến nhiều trận lũ lịch sử đỉnh điểm là trận lũ miền Trung diễn ra vào tháng 10 và 11 của năm 2020.

Vì thế việc dự báo mực nước tại các trạm trên sông Mekong là cần thiết để có thể hỗ trợ cảnh báo lũ cho vùng đồng bằng sông Cửu Long, giảm thiểu một cách tối ra thiệt hại về người và tài sản. Xây dựng mô hình dự báo mực nước đáp ứng tối ưu việc cập nhật, xác định và đánh giá về lũ lụt xảy ra trong suốt thời gian lũ lụt từ đó có những giải pháp cứu trợ, tiếp cận kịp thời khi xuất hiện những trận lũ lụt gây ra hơn là các đánh giá dự báo thông thường. Với sự phát triển của lĩnh vực công nghệ thông tin, trí tuệ nhân tạo mà đặc biệt trong lĩnh vực học máy, học sâu những năm gần đây đang thực sự được quan tâm và ứng dụng vào thực tiễn các lĩnh vực, ngành nghề trong cuộc sống. Bài toán xây dựng mô hình random forest dự báo mực nước là một minh chứng cho sự phát triển của công nghệ thông tin dựa trên các phương pháp, thuật toán đã có thể xác định, cập nhật tính ưu việt trong công tác dự báo, đánh giá với mức độ chính xác cao nhằm góp phần thiết thực vào thực tiễn trong lĩnh vực quản lý tài nguyên nước và phòng chống thiên tai tại Việt Nam. Nghiên cứu xây dựng mô hình rừng ngẫu nhiên (random forest) dự báo mực nước có vai trò vô cùng quan trọng trong việc đánh giá tác động của trận lũ lịch sử khi các tài liệu đầu vào để đánh giá theo phương pháp truyền thống còn nhiều hạn chế tại thời điểm tức thời, thời gian thực khi lũ xuất hiện, đây là một ý nghĩa quan trọng trong quản lý tài nguyên nước, phòng chống thiên tai cho khu vực nghiên cứu. Vì những lý do nêu trên, đề tài nghiên cứu khoa học: “Dự báo mực nước tại trạm ThakLek trên sông Mekong sử dụng Random Forest” nơi thể hiện sự đóng góp quan trọng của lưu vực thuộc phía trung-nam nước Cộng hòa Dân chủ Nhân dân Lào cho dòng chính sông Mekong.

## Mục tiêu đề tài

Dựa trên lý do chọn đề tài, trong nghiên cứu này đồ án thực hiện có các mục tiêu chính sau:

* Tiếp cận cơ sở lý thuyết về mạng trí tuệ nhân tạo nói chung và mô hình máy học RF.
* Ứng dụng RF trong việc xây dựng mô hình dự báo mực nước tại ThakLek trên sông Mekong bằng ngôn ngữ Python.
* Đánh giá kết quả từ mô hình đạt được, từ đó đưa ra kết luận và kiến nghị.
* Xây dựng một website để dự báo mực nước sử dụng RF tại trạm Thakhek trên sông Mekong.

## Đối tượng và phạm vi nghiên cứu­

### Đối tượng nghiên cứu

Xây dựng mô hình dự đoán và đánh giá mực nước tại trạm ThakLek trên sông Mekong dùng RF.

### Phạm vi nghiên cứu

Vùng nghiên cứu là trạm ThakLek trên sông Mekong nơi thể hiện sự đóng góp quan trọng của lưu vực thuộc phía trung-nam nước Cộng hòa Dân chủ Nhân dân Lào cho dòng chính sông Mekong. Vị trí nghiên cứu được minh họa tại [Hình 1.1](#hinh11).

![](data:image/png;base64,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)

Hình 1. Vị trí lưu vực nghiên cứu

# TIẾP CẬN CƠ SỞ LÝ THUYẾT

## Học máy (Machine Learning)

### Tổng quan

Học máy là một lĩnh vực của trí tuệ nhân tạo (trí thông minh được thể hiện bằng máy móc) liên quan đến việc nghiên cứu và xây dựng các kĩ thuật giúp máy tính “học” tự động từ dữ liệu cho trước để giải quyết những bài toán cụ thể. Machine learning còn cung cấp một phương pháp hiệu quả để học hỏi từ dữ liệu thay vì dựa vào con người để phân tích và dự đoán.

Học máy hiện nay được áp dụng rộng rãi nhiều lĩnh vực: chuẩn đoán y khoa, phân loại ảnh, nhận dạng vật thể, nhận dạng tiếng nói và chữ viết, phân tích câu và dịch tự động, chơi trò chơi, xe tự lái, gợi ý bán hàng, …

Học máy có thể được phân loại bằng phương thức học: học có giám sát – supervised learning, học không giám sát – unsupervised learning, học nửa giám sát – semi-supervised learning, học tăng cường – reinforcement learning. Do nội dung đồ án tập trung vào bài toán dự đoán mực nước tại trạm ThakLek trên sông Mekong sử dụng RF, vì thế ta có thể chỉ quan tâm đến hình thức học đầu tiên đó là học có giám sát mà không dành nhiều quan tâm đến các hình thức học còn lại.

#### Học có giám sát (Supervised Learning)

Đây là phương pháp học máy giải quyết bài toán dự đoán mục tiêu với đầu vào cho trước. Các mục tiêu được gọi là “nhãn”, thường được ký hiệu là . Dữ liệu đầu vào thường được ký hiệu là . Mỗi một cặp được gọi là một mẫu và được cung cấp cho quá trình huấn luyện mô hình. Nói ngắn gọn: học có giám sát là hình thức học mà dữ liệu dùng để xây dựng mô hình đã được gán nhãn từ trước.
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Hình 2. Minh họa học máy có giám sát

Học có giám sát giải quyết một số bài toán sau:

* Hồi quy (regression): là bài toán tìm nghiệm tối ưu có đầu ra là một số thực, quan hệ giữa đầu vào với mục tiêu là 1 hàm số , thường là tuyến tính hoặc logistic. Mục tiêu của bài toán là tìm ra nghiệm gần đúng với . Hai hàm mất mát phổ biến là và giả sử dữ liệu có nhiễu Gauss. Ví dụ: dự đoán giá bất động sản.
* Phân loại (classification): là bài toán dự đoán nhãn lớp giữa những nhãn lớp có sẵn. Mô hình được xây dựng dựa trên một tập dữ liệu được gán nhãn trước. Đầu ra của mô hình là một mảng chứa các xác suất của các lớp tương ứng với dữ liệu đầu vào. Hàm mất mát phổ biến là entropy chéo. Bài toán phân lớp có các loại sau: phân lớp nhị phân (phân loại đúng/sai), phân lớp đa trị, phân lớp đa lớp. Ví dụ: đưa hình của một chú chó vào một mô hình phân loại giữa {chó, mèo, gà} ta được khả năng bức hình đó là chó, mèo và gà theo mô hình đó là {0.6, 0.3, 0.1}.

##### Hàm mất mát (Loss Function)

Hàm mất mát là một hàm để đánh giá một mô hình học máy xem mô hình đang tốt hay tệ, hàm mất mát so sánh giá trị đầu ra của hàm mục tiêu so với tập dữ liệu huấn luyện. Theo quy ước, giá trị hàm mất mát càng thấp thì mô hình càng tốt.

Hàm bình phương sai số (Squared error) là hàm mất mát phổ biến nhất cho giá trị số, hàm entropy chéo (Cross entropy) giá trị là nhãn.

Để tránh việc mô hình quá khớp khi huấn luyện ta thường chia dữ liệu ban đầu thành hai: tập dữ liệu huấn luyện để học mô hình tập này cho ra lỗi huấn luyện và tập dữ liệu kiểm định để đánh giá mô hình, cho ra lỗi kiểm thử.

#### Học không giám sát (Unsupervised Learning)

Đây là phương pháp học máy không biết được mục tiêu mà bài toán đang nhắm đến hay nhãn mà chỉ có dữ liệu đầu vào. Học không giám sát sẻ dụng những dữ liệu chưa được gán nhãn để suy luận ra mỗi quan hệ. Phương pháp này thường được sử dụng để tìm cấu trúc của tập dữ liệu. Tuy nhiên lại không có phương pháp đánh giá được cấu trúc tìm ra được là đúng hay sai.

Các bài toán học không giám sát được chia làm hai loại:

* Phân cụm: phân tập dữ liệu thành cụm/thể loại ( cho trước) dựa trên sự liên quan giữa các dữ liệu trong mỗi nhóm. Ví dụ: phân nhóm khách hàng dựa trên hành vi mua hàng, lịch sử ghé thăm và đặt mua các món hàng.
* Luật kết hợp: Là bài toán khi chúng ta muốn khám phá ra một quy luật dựa trên nhiều dữ liệu cho trước. Ví dụ: nhóm khách hàng mua xà phòng, dầu gội đầu thì có thường mua thêm kem đánh răng hay không? Những khách hàng nam mua quần áo thường có xu hướng mua thêm đồng hồ hoặc thắt lưng..

### Nhận xét ưu nhược điểm của học có giám sát và không giám sát

Sau khi tìm hiểu 2 dạng học máy thì chúng ta có thể đưa ra so sánh ưu nhược điểm giữa chúng như trong bảng sau:

Bảng 2. So sánh học có giám sát với học không giám sát

|  |  |  |
| --- | --- | --- |
|  | **Ưu điểm** | **Nhược điểm** |
| Học có giám sát | * Học dựa trên nhãn và có mục tiêu rõ ràng. * Cho phép thu thập dữ liệu hoặc tạo đầu ra bằng kinh nghiệm học hỏi trước đó. * Giải quyết vấn đề tính toán trong thế giới thực. * Phương pháp đơn giản dễ sử dụng. * Kết quả đầu ra có thể đo lường độ chính xác | * Dữ liệu cần để mô hình học phải đạt nhiều yêu cầu: đủ nhãn cho mỗi lớp, ít bị nhiễu, đầu ra phải chính xác. * Phân loại dữ liệu lớn có thể là một thách thức lớn * Cần nhiều thời gian tính toán |
| Học không giám sát | * Tìm ra được mối quan hệ ẩn trong dữ liệu. * Tìm ra những đặc trưng để phân thể loại dữ liệu. * Xử lý trong thời gian thực, dữ liệu đầu vào có thể được phân tích và phân loại ngay. * Dễ thu thập dữ liệu chưa gán nhãn hơn là gán nhãn | * Cần một tập dữ liệu đủ lớn để có thể phân loại chính xác * Không thể đo lường độ tin cậy của kết quả. * Không biết số lớp. |

Để phục vụ cho bài toán dự báo mực nước tại trạm ThakLek trên sông Mekong, em đánh giá phương pháp học có giám sát là phương pháp học máy phù hợp do có những ưu điểm được kể trong bảng ở trên. Ngoài ra đề tài cũng có mục tiêu rõ ràng cho đầu ra của mô hình là dự đoán mực nước tại trạm ThakLek. Do đó, em đã chọn học máy có giám sát là phương pháp học máy để phục vụ đề tài này.

## Khai phá dữ liệu

### Tổng quan

Trong cuộc sống hiện nay sự phát triển mạnh mẽ của công nghệ thông tin và truyền thông, nhu cầu lưu trữ dữ liệu và trao đổi thông tin trong xã hội ngày càng tăng lên mạnh mẽ. Tuy nhiên, đi cùng với lượng dữ liệu và thông tin ngày càng khổng lồ mà chúng ta có được thì việc biến đổi những dữ liệu thô có sẵn đó thành tri thức trở thành một đòi hỏi tất yếu trong đời sống hàng ngày. Từ nhu cầu thực tế trên, đòi hỏi chúng ta phải tìm kiếm và ứng dụng các kỹ thuật nhằm “khai phá” những thông tin hữu ích, những tri thức có ích từ những nguồn dữ liệu khổng lồ hiện có.

Phát hiện tri thức và khai phá dữ liệu (Knowledge Discovery and Data Mining - KDD) là những công việc liên quan đến việc trích, lọc những thông tin có ích từ các nguồn dữ liệu [1]. Khai phá dữ liệu là một tập các kỹ thuật được sử dụng một cách tự động nhằm khám phá những tri thức có ích ở dạng tiềm năng trong nguồn dữ liệu đã có.

Ở đây chúng ta có thể coi khai phá dữ liệu là cốt lõi của quá trình phát hiện tri thức. Quá trình phát hiện tri thức gồm các bước:

Bước 1: Trích chọn dữ liệu (data selection): Là bước trích chọn những tập dữ liệu cần được khai phá từ các tập dữ liệu lớn (databases, data ware houses).

Bước 2: Tiền xử lý dữ liệu (data preprocessing): Là bước làm sạch dữ liệu (xử lý dữ liệu không đầy đủ, dữ liệu nhiễu, dữ liệu không nhất quán, …), rút gọn dữ liệu (sử dụng các phương pháp thu gọn dữ liệu, histograms, lấy mẫu…), rời rạc hóa dữ liệu (dựa vào histograms, entropy, phân khoảng, ...). Sau bước này, dữ liệu sẽ nhất quán, đầy đủ, được rút gọn và được rời rạc hóa.

Bước 3: Biến đổi dữ liệu (data transformation): Là bước chuẩn hóa và làm mịn dữ liệu để đưa dữ liệu về dạng thuận lợi nhất nhằm phục vụ cho các kỹ thuật khai thác ở bước sau.

Bước 4: Khai phá dữ liệu (data mining): Đây là bước quan trọng và tốn nhiều thời gian nhất của quá trình khám phá tri thức, áp dụng các kỹ thuật khai phá (phần lớn là các kỹ thuật của machine learning) để khai phá, chọn lựa được các mẫu (pattern) thông tin, các mối liên hệ đặc biệt trong dữ liệu.

Bước 5: Đánh giá và biểu diễn tri thức (knowledge representation & evaluation): Dùng các kỹ thuật hiển thị dữ liệu để trình bày các mẫu thông tin (tri thức) và mối liên hệ đặc biệt trong dữ liệu đã được khai thác ở bước trên biểu diễn theo dạng gần gũi với người sử dụng như đồ thị, cây, bảng biểu, luật, …. Đồng thời bước này cũng đánh giá những tri thức khám phá được theo những tiêu chí nhất định. Trong giai đoạn khai phá dữ liệu, có thể cần sự tương tác của người dùng để điều chỉnh và rút ra các tri thức cần thiết nhất. Các tri thức nhận được cũng có thể được lưu và sử dụng lại.

Việc khai phá dữ liệu có thể được tiến hành trên một lượng lớn dữ liệu có trong CSDL, các kho dữ liệu hoặc trong các loại lưu trữ thông tin khác.

### Nhiệm vụ chính của khai phá dữ liệu

Giảm chiều dữ liệu: Giảm chiều dữ liệu là việc giảm chiều của không gian tìm kiếm dữ liệu, giảm chi phí thu thập và lưu trữ dữ liệu, nâng cao hiệu quả của việc khai phá dữ liệu và làm đơn giản hóa các kết quả khai phá dữ liệu.

Phân nhóm và phân loại: Phân loại và phân nhóm là hai nhiệm vụ có mối quan hệ tương đối gần nhau trong khai phá dữ liệu. Một lớp là một tập các đối tượng có cùng một số đặc điểm hoặc mối quan hệ nào đó, tất cả các đối tượng trong lớp này được phân vào trong cùng một loại tên nhằm mục đích là để phân biệt với các lớp khác. Một cụm là một tập các đối tượng tương tự nhau về mặt vị trí. Các cụm thường được tạo ra nhằm mục đích để sau đó tiến hành phân loại các đối tượng.

Trích chọn luật: Trích chọn luật tìm kiếm và đưa ra dữ liệu bằng cách tất cả các dữ liệu được đưa ra dựa trên các suy diễn/các quyết định mà các suy diễn/quyết định này được xây dựng từ các tri thức thu thập được từ dữ liệu đó. Đối với người sử dụng các kết quả của khai phá dữ liệu họ chỉ mong muốn có một cách giải thích đơn giản là tại sao có các kết quả phân loại đó, thuộc tính nào ảnh hưởng đến kết quả khai phá dữ liệu…Tuy nhiên, bằng các tham số phân loại rất khó để có thể diễn giải các tri thức đó theo cách mà người sử dụng có thể dễ dàng hiểu được.

### Qúa trình khai phá dữ liệu

Các giải thuật khai phá dữ liệu thường được miêu tả như những chương trình hoạt động trực tiếp trên tệp dữ liệu. Với các phương pháp học máy và thống kê trước đây, thường thì bước đầu tiên là các giải thuật nạp toàn bộ tệp dữ liệu vào trong bộ nhớ. Khi chuyển sang các ứng dụng công nghiệp liên quan đến việc khai phá các kho dữ liệu lớn, mô hình này không thể đáp ứng được. Không chỉ bởi vì nó không thể nạp hết dữ liệu vào trong bộ nhớ mà còn vì khó có thể chiết xuất dữ liệu ra các tệp đơn giản để phân tích được. Quá trình khai phá dữ liệu được thể hiện bởi mô hình sau:
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Hình 2. Qúa trình khai phá dữ liệu

### Một số kỹ thuật khai phá dữ liệu

Mục đích của khai phá dữ liệu là chiết xuất ra các tri thức có lợi cho kinh doanh hay cho nghiên cứu khoa học…

Do đó, ta có thể xem mục đích của khai phá dữ liệu sẽ là mô tả các sự kiện và dự đoán. Các mẫu khai phá dữ liệu phát hiện được nhằm vào mục đích này. Dự đoán liên quan đến việc sử dụng các biến hoặc các đối tượng (bản ghi) trong cơ sở dữ liệu để chiết xuất ra các mẫu, dự đoán được những giá trị chưa biết hoặc những giá trị tương lai của các biến đáng quan tâm. Mô tả tập trung vào việc tìm kiếm các mẫu mô tả dữ liệu mà con người có thể hiểu được. Để đạt được những mục đích này, nhiệm vụ chính của khai phá dữ liệu bao gồm như sau:

#### Phân nhóm dữ liệu

Phân nhóm là kỹ thuật khai phá dữ liệu. Sự phân nhóm dữ liệu là quá trình lọc không được giám sát, là quá trình nhóm những đối tượng vào trong những lớp tương đương, đến những đối tượng trong một nhóm là tương đương nhau, chúng phải khác với những đối tượng trong những nhóm khác. Trong phân loại dữ liệu, một bản ghi thuộc về lớp nào là phải xác định trước, trong khi phân nhóm không xác định trước. Trong phân nhóm, những đối tượng được nhóm lại cùng nhau dựa vào sự giống nhau của chúng. Sự giống nhau giữa những đối tượng được xác định bởi những chức năng giống nhau. Thông thường những sự giống về định lượng như khoảng cách hoặc độ đo khác được xác định bởi những chuyên gia trong lĩnh vực của mình. Đa số các ứng dụng phân nhóm được sử dụng trong sự phân chia thị trường. Với sự phân nhóm khách hàng vào trong từng nhóm, những doanh nghiệp có thể cung cấp những dịch vụ khác nhau tới nhóm khách hàng một cách thuận lợi. Ví dụ, dựa vào chi tiêu, số tiền trong tài khoản và việc rút tiền của khách hàng, một ngân hàng có thể xếp những khách hàng vào những nhóm khác nhau. Với mỗi nhóm, ngân hàng có thể cho vay những khoản tiền tương ứng cho việc mua nhà, mua xe, … Trong trường hợp này ngân hàng có thể cung cấp những dịch vụ tốt hơn và cũng chắc chắn rằng tất cả các khoản tiền cho vay đều có thể thu hồi được. Ta có thể tham khảo một khảo sát toàn diện về kỹ thuật và thuật toán phân nhóm trong.

* Hồi qui (Regression): Là việc xây dựng mô hình máy tính từ một tập dữ liệu với biến đích có giá trị thực. Bài toán hồi qui tương tự như phân loại, điểm khác nhau là biến đích có dạng số trong khi bài toán phân loại có biến đích kiểu rời rạc. Việc dự báo các giá trị số thường được làm bởi các phương pháp thống kê cổ điển chẳng hạn như hồi qui tuyến tính. Tuy nhiên, phương pháp mô hình hóa cũng được sử dụng Hồi quy được ứng dụng trong nhiều lĩnh vực, ví dụ: dự đoán số lượng sinh vật phát quang hiện thời trong khu rừng bằng cách dò tìm vi sóng bằng thiết bị cảm biến từ xa; dự đoán khả năng tử vong của bệnh nhân khi biết các kết quả xét nghiệm chẩn đoán; dự đoán nhu cầu tiêu thụ một sản phẩm mới bằng một hàm chi tiêu quảng cáo….
* Tổng hợp (summarization): Là công việc liên quan đến các phương pháp tìm kiếm một mô tả cô đọng cho tập con dữ liệu. Các kỹ thuật tổng hợp thường được áp dụng trong việc phân tích dữ liệu có tính thăm dò và báo cáo tự động.
* Mô hình hóa phụ thuộc (dependency modeling): Là việc tìm kiếm mô tả các phụ thuộc quan trọng giữa các biến. Mô hình phụ thuộc tồn tại hai mức:
* Mức cấu trúc của mô hình (thường dưới dạng đồ thị) xác định các biến phụ thuộc cục bộ vào các biến khác.
* Mức định lượng của mô hình xác định mức độ phụ thuộc của biến. Những phụ thuộc này thường được biểu thị dưới dạng luật. Quan hệ phụ thuộc cũng có thể biểu diễn dưới dạng mạng tin cậy. Đó là đồ thị có hướng không có dạng chu trình, các nút biểu diễn thuộc tính và trọng số chỉ liên kết phụ thuộc giữa các nút đó.
* Phát hiện sự thay đổi và độ lệch (change and deviation dectection): Nhiệm vụ này tập trung vào khám phá những thay đổi có ý nghĩa trong dữ liệu dựa vào các giá trị chuẩn hay độ đo đã biết trước, phát hiện độ lệch đáng kể giữa nội dung của tập con dữ liệu và nội dung mong đợi. Hai mô hình độ lệch thường dùng là lệch theo thời gian và lệch theo nhóm. Độ lệch theo thời gian là sự thay đổi có nghĩa của dữ liệu theo thời gian. Độ lệch theo nhóm là sự khác nhau giữa dữ liệu trong hai tập con dữ liệu, tính cả trường hợp tập con của đối tượng này thuộc tập con kia, nghĩa là xác định dữ liệu trong một nhóm con của đối tượng có khác nhau đáng kể so với toàn bộ đối tượng.

#### Phân loại dữ liệu

Khái niệm phân loại dữ liệu được Han và Kamber đưa ra năm 2000. Phân loại dữ liệu là xây dựng một mô hình mà có thể phân các đối tượng thành những lớp để dự đoán giá trị bị mất tại một số thuộc tính của dữ liệu hay tiên đoán giá trị của dữ liệu sẽ xuất hiện trong tương lai. Quá trình phân loại dữ liệu được thực hiện qua hai bước:

* Bước thứ nhất: Dựa vào tập hợp dữ liệu huấn luyện, xây dựng một mô hình mô tả những đặc trưng của những lớp dữ liệu hoặc những khái niệm, đây là quá trình học có giám sát, học theo mẫu được cung cấp trước.
* Bước thứ hai: Từ những lớp dữ liệu hoặc những khái niệm đã được xác định trước, dự đoán giá trị của những đối tượng quan tâm. Một kỹ thuật phân loại dữ liệu được Han và Kamber đưa ra là cây quyết định. Mỗi nút của cây đại diện một quyết định dựa vào giá trị thuộc tính tương ứng. Kỹ thuật này đã được nhiều tác giả nghiên cứu và đưa ra nhiều thuật toán.

## Bootstrap và bagging

### Bootstrap

Là một phương pháp rất nổi tiếng trong thống kê được giới thiệu bởi Bradley Efron vào năm 1979 [2]. Phương pháp này chủ yếu dùng để ước lượng lỗi chuẩn (standard errors), độ lệch (bias) và tính khoảng tin cậy (confidence interval) cho các tham số. Phương pháp này được thực hiện như sau: Từ một quần thể ban đầu lấy ra một mẫu L= (x1, x2, ...xn) gồm n thành phần, tính toán các tham số mong muốn. Trong bước lặp lại b lần việc tạo ra mẫu Lb cũng gồm n phần tử từ L bằng cách lấy lại mẫu với sự thay thế các thành phần trong mẫu ban đầu sau đó tính toán các tham số mong muốn.

### Bagging

Phương pháp này được xem như là một phương pháp tổng hợp kết quả có được từ các bootstrap. Dựa trên cách phân tích hiệu quả của giải thuật học, (Breiman, 1996) đề xuất giải thuật học Bagging (Bootstrap Aggregating) nhằm giảm lỗi của mô hình dự báo. Giải thuật có thể được tóm tắt như sau:

* Từ tập dữ liệu học LS có m phần tử, xây dựng T mô hình cơ sở độc lập nhau
* Mô hình thứ t được xây dựng trên tập mẫu Bootstrap thứ t (lấy mẫu m phần tử có hoàn lại
* Kết thúc quá trình xây dựng T mô hình cơ sở, dùng chiến lược bình chọn số đông để phân lớp một phần tử x mới đến hoặc giá trị trung bình (regression) cho bài toán hồi quy.

## Cây hồi quy

Mô hình cây hồi quy tách đệ quy theo hàng của tập dữ liệu đầu vào ℒ thành các tập dữ liệu nhỏ hơn, hình thành nút và lá của cây. Tại mỗi lần tách nút, một thuộc tính và giá trị tách của thuộc tính này được chọn để chia nút thành 2 nút con, nút con trái và nút con phải.

### Xây dựng cây hồi quy

Gọi *t* là nút cha để tách nhánh trên cây hồi quy. Việc tách nhánh trên thuộc tính X được xác định bởi việc giảm sự hỗn tạp tại nút *t* [2], ký hiệu . Kỳ vọng của Y ở nút *t* được tối thiểu hóa nhờ hàm lỗi bình phương sai số được định nghĩa như sau:

Trong đó *N(t)* là tổng số mẫu hiện tại ở nút t và Ӯt là trung bình mẫu của *Y* tại t.

Gọi là giá trị chia tách thuộc tính tại nút thành nút con trái và nút con phải phụ thuộc vào hoặc , và . Độ biến thiên của các mẫu cho mỗi nút con là:

Trong đó là trung bình mẫu của và là kích thước mẫu của . Tương tự, và là trung bình mẫu và kích thước mẫu của .

Như vậy, việc giảm độ hỗn tạp theo việc chia tách đối với được tính như sau:

(1)

Trong đó và là các tỷ lệ quan sát trong và . Điểm chia tách được chọn trên thuộc tính cho mỗi nút chính là giá trị làm cho đạt cực đại.

### Dự đoán dùng cây hồi quy

Khi xây dựng cây hồi quy, ta cần phải tính toán giá trị cho nút lá của cây, quá trình này được mô tả sau đây. Sử dụng các ký hiệu của Breiman [3], gọi là véc-tơ chứa tham số ngẫu nhiên để xác định việc xây dựng cây. Trong mỗi cây hồi quy, ta tính toán trọng số dương cho mỗi mẫu . Đặt là nút lá trong cây hồi quy. Các mẫu được gán các trọng số , trong đó là số mẫu trong . Nghĩa là việc dự đoán dùng cây hồi quy đơn giản là tính giá trị trung bình của các mẫu tại nút lá của cây.

Với dữ liệu thử nghiệm , là giá trị dự đoán của cây hồi quy được tính như sau:

## Random Forest

### Giới thiệu

Random Forest (rừng ngẫu nhiên) [3] được đề xuất và phát triển bởi Leo Breiman tại đại học California, Berkeley. Breiman cũng đồng thời là tác giả của phương pháp CART (Classification and Regression Trees) [2] được đánh giá là một trong mười phương pháp khai phá dữ liệu kinh điển. Random Forest được xây dựng dựa trên 3 thành phần chính là: (1) CART, (2) học toàn bộ, hội đồng các chuyên gia, kết hợp các mô hình và (3) tổ hợp bootstrap (bagging).

Random Forest (RF) là phương pháp cải tiến của phương pháp tổng hợp bootstrap (bagging) và có thể được sử dụng trong bài toán phân loại và hồi quy. RF sử dụng 2 bước ngẫu nhiên, một là ngẫu nhiên theo mẫu (sample) dùng phương pháp bootstrap có hoàn lại (with replacement), hai là lấy ngẫu nhiên một lượng thuộc tính từ tập thuộc tính ban đầu. Các tập con (sub-dataset) được tạo ra từ 2 lần ngẫu nhiên này có tính đa dạng cao, ít liên quan đến nhau, giúp giảm lỗi phương sai (variance). Các cây CART được xây dựng từ tập các tập dữ liệu con này tạo thành rừng. Khi tổng hợp kết quả, RF dùng phương pháp bỏ phiếu (voting) cho bài toán phân loại và lấy giá trị trung bình (average) cho bài toán hồi quy. Việc kết hợp các mô hình CART này để cho kết quả cuối cùng nên RF được gọi là phương pháp học tập thể.

Đối với bài toán phân loại, cây CART sử dụng công thức Gini như là một hàm điều kiện để tính toán điểm tách nút của cây. Số lượng cây là không hạn chế, các cây trong RF được xây dựng với chiều cao tối đa.

Trong những năm gần đây, RF được sử dụng khá phổ biến bởi những điểm vượt trội của nó so với các thuật toán khác: xử lý với dữ liệu có số lượng các thuộc tính lớn, có khả năng ước lượng độ quan trọng các thuộc tính, thường có độ chính xác cao trong phân loại (hoặc hồi quy), quá trình học nhanh. Trong RF, mỗi cây chỉ chọn một tập nhỏ các thuộc tính trong quá trình xây dựng, cơ chế này làm cho RF thực thi với tập dữ liệu có số lượng thuộc tính lớn trong thời gian chấp nhận được khi tính toán. Người dùng có thể đặt mặc định số lượng các thuộc tính để xây dựng cây trong rừng, thông thường giá trị mặc định tối ưu là cho bài toán phân loại và *p*/3 với các bài toán hồi quy (p là số lượng tất cả các thuộc tính của tập dữ liệu ban đầu). Số lượng các cây trong rừng cần được đặt đủ lớn để đảm bảo tất cả các thuộc tính đều được sử dụng một số lần. Thông thường là 500 cây cho bài toán phân loại, 1000 cây cho bài toán hồi quy. Do sử dụng phương pháp bootstrap lấy mẫu ngẫu nhiên có hoàn lại nên các tập dữ liệu con có khoảng 2/3 các mẫu không trùng nhau dùng để xây dựng cây, các mẫu ngày được gọi là in-bag. Khoảng 1/3 số mẫu còn lại gọi là out-of-bag, do không tham gia vào việc xây dựng cây nên RF dùng luôn các mẫu out-of-bag này để kiểm thử và tính toán độ quan trọng thuộc tính của các cây CART trong rừng

Tóm tắt giải thuật RF:

* Bước 1: Từ tập dữ liệu huấn luyện D, ta tạo dữ liệu ngẫu nhiên (mẫu bootstrap)
* Bước 2: Sử dụng các tập con dữ liệu lấy mẫu ngẫu nhiên *D1, D2, ..., Dk* xây dựng nên các cây *T1, T2, ..., Tk*.
* Bước 3: Kết hợp các cây: sử dụng chiến lược bình chọn theo số đông với bài toán phân loại hoặc lấy trung bình các giá trị dự đoán từ các cây với bài toán hồi quy.
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Hình 2. Minh họa rừng ngẫu nhiên

### Rừng ngẫu nhiên hồi quy

Rừng ngẫu nhiên hồi quy (RF) [3], [4] gồm tập hợp các cây hồi quy đã trình bày ở mục[***2.2***](#_Cây_hồi_quy)***.*** Từ tập dữ liệu đầu vào ℒ, RF dùng kỹ thuật lấy mẫu bootstrap có hoàn lại tạo ra nhiều tập dữ liệu khác nhau. Trên mỗi tập dữ liệu con này, lấy ngẫu nhiên một lượng cố định thuộc tính thường gọi là mtry (max\_feature) để xây dựng cây. Mỗi cây hồi quy được xây dựng không cắt nhánh với chiều cao tối đa. Việc lấy hai lần ngẫu nhiên cả mẫu và thuộc tính đã tạo ra các tập dữ liệu con khác nhau giúp RF giảm độ dao động (variance) của mô hình học.

#### Dự đoán bằng rừng ngẫu nhiên hồi quy

Việc xây dựng rừng ngẫu nhiên hồi quy và dự đoán mẫu mới được mô tả như sau. Đặt Θ = {*θk*}1K là tập gồm K các vectơ tham số ngẫu nhiên cho rừng được sinh ra từ ℒ, trong đó *θk* là một vectơ tham số ngẫu nhiên để xác định độ lớn của cây thứ k trong rừng (k = 1... K). Gọi ℒk là tập dữ liệu thứ k sinh ra từ ℒ dùng kỹ thuật bootstrap, trong mỗi cây hồi quy Tk từ ℒk, ta tính trọng số dương *wi* (*xi*, *θk*) cho từng mẫu *xi* ∈ ℒ. Đặt *l* (*x, θk*, t) là nút lá t trong cây *Tk*. Mẫu *xi* ∈ *l* (*x, θk*, t) được gán cùng một trọng số *wi* (*xi*, *θk*) = 1/*N(t),* trong đó *N(t)* là các mẫu trong *l* (*x, θk*, t). Trong trường hợp này, tất cả các mẫu trong ℒk được gán trọng số dương và các mẫu không trong ℒk được gán bằng 0.

Với một cây hồi quy *Tk*, khi có giá trị thử nghiệm *X=x* thì giá trị dự đoán *Ŷk* tương ứng:

Trọng số *wi* (*x*) được tính bởi rừng ngẫu nhiên là giá trị trung bình của các trọng số dự đoán của tất cả các cây trong rừng. Công thức tính như sau:

Cuối cùng, giá trị dự đoán của rừng ngẫu nhiên hồi quy được cho bởi:

#### Độ đo sự quan trọng thuộc tính

Khi cây hồi quy phân chia tập dữ liệu đầu vào thành các vùng không giao nhau (theo hàng), giá trị dự đoán là giá trị trung bình được gán vào các vùng tương ứng (lá của cây) [2].

Với mô hình rừng ngẫu nhiên, độ đo sự quan trọng của thuộc tính X được tính bằng cách lấy giá trị trung bình của tất cả các độ đo của các cây hồi quy độc lập. Có một điểm lợi trong việc tính độ đo sự quan trọng của thuộc tính dùng mô hình rừng ngẫu nhiên là độ đo của các biến có tương tác lẫn nhau đều được xem xét một cách tự động, điều này khác hẳn với những phương pháp tính tương quan tuyến tính như Kendall, Pearson. Độ đo sự quan trọng của thuộc tính X còn được tính theo cách khác là dùng phương pháp lặp hoán vị [5] [6] cho kết quả chính xác hơn, tuy nhiên thời gian tính toán lâu hơn do chạy nhiều lần rừng ngẫu nhiên trong tập dữ liệu mở rộng cỡ 2M chứa các biến giả.

Gọi *ISK*(*Xj*), *ISXj* lần lượt là độ đo sự quan trọng của thuộc tính *Xj* trong một cây hồi quy Tk (k=1, …, K) và trong một rừng ngẫu nhiên. Từ công thức (12) ta tính độ đo sự quan trọng *Xj* từ cây hồi quy độc lập như sau:

và từ rừng ngẫu nhiên là:

## Lỗi của mô hình

* Lỗi huấn luyện (training error): là lỗi của mô hình được tính toán trên tập huấn luyện.
* Lỗi kiểm định (validation error): là lỗi của mô hình được tính toán trên tập kiểm định (tập dữ dùng để đo lỗi của mô hình trong quá trình học nhưng không tham gia vào quá trình tính toán trọng số để học của mô hình).
* Lỗi kiểm thử (test error): là lỗi của mô hình được tính toán trên tập kiểm thử (tập dữ liệu đánh giá mô hình sau khi đã hoàn thành quá trình học).
* Lỗi khái quát (generalization error): là lỗi kỳ vọng của mô hình khi áp dụng trên một luồng vô hạn dữ liệu mới được lấy từ cùng một phân phối với các mẫu ban đầu.

## Phương pháp đánh giá độ chính xác của mô hình hồi quy

 Đánh giá độ chính xác của mô hình là một phần thiết yếu của quá trình tạo mô hình học máy để mô tả mô hình hoạt động tốt như thế nào trong các dự đoán của nó. Để đánh giá tính hiệu quả của mô hình, chúng tôi dùng các phương pháp sau: căn bình phương sai số (Root mean square error - RMSE), sai số tuyệt đối trung bình (mean absolute error - MAE) và hệ số xác định bội (coefficient of determination - R2). Trong đó:

* MAE thể hiện sự khác biệt giữa giá trị gốc và giá trị dự đoán được trích xuất bằng cách lấy trung bình chênh lệch tuyệt đối trên tập dữ liệu.
* MSE đại diện cho sự khác biệt giữa giá trị gốc và giá trị dự đoán được trích xuất bằng bình phương sự khác biệt trung bình trên tập dữ liệu.
* RMSE là tỷ lệ lỗi tính theo căn bậc hai của MSE.
* R2đại diện cho hệ số về mức độ phù hợp của các giá trị so với các giá trị ban đầu. Giá trị từ 0 đến 1 được hiểu là tỷ lệ phần trăm. Giá trị càng cao thì mô hình càng tốt.

Các chỉ số trên được diễn đạt thành các công thức:

Trong đó : Yi, và chỉ giá trị thực, giá trị dự đoán và giá trị trung bình của mẫu thứ i tương ứng. Mô hình hồi quy cho kết quả tốt là mô hình đạt được sai số RMSE và MAE nhỏ. Giá trị R2 càng cao cho thấy mô hình sử dụng để phân tích có khả năng giải thích càng tốt các khác biệt về mực nước. Giá trị MAE, RMSE càng thấp thì khả năng dự báo của mô hình càng cao.

# ỨNG DỤNG PHƯƠNG PHÁP VÀ XÂY DỰNG MÔ HÌNH

## Dữ liệu phục vụ xây dựng mô hình

### Mô tả dữ liệu

Dữ liệu được dùng để xây dựng mô hình dự đoán mực nước tại trạm Thakhek được thu thập là bộ dữ liệu mùa lũ các năm từ gồm 1071 bản ghi.

Dữ liệu đầu vào L trong đó N là cỡ mẫu đo đạc được. Trong bài này mối quan hệ đầu vào – ra trong mô hình phi tuyền RF như sau:

HThakhek(t+5) = f{Htk(t), Htk(t-1), Htk(t-2), Hnk(t), Hnk(t-1), Hnk(t-2), Rainfall\_w3(t), Rainfall\_w5(t), Rainfall\_w7(t)}.

Biến đầu ra H(t+5) là mực nước dự báo cho 5 ngày tới tại trạm Thakhek. Htk(t), Htk(t-1) và Htk(t-2) lần lượt là mực nước đo được trong ngày hiện tại và hai ngày trước tại trạm Thakhek. Hnk(t), Hnk(t-1) và Hnk(t-2) lần lượt là mực nước đo được trong ngày hiện tại và hai ngày trước tại trạm Nông Khai, đây là trạm đo ở phía trên của Thakhek, cách Thakhek 300 km về phía thượng nguồn sông Mekong. Rainfall\_w3, Rainfall\_w5 và Rainfall\_w7 lần lượt là lượng mưa trung bình trên lưu vực gia nhập khu giữa Nông Khai và Thakhek cho các thời đoạn 3, 5 và 7 ngày gần đây nhất.
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Hình 3. Một phần bản ghi của dữ liệu

### Tiền xử lý dữ liệu

#### Chuẩn hóa dữ liệu đầu vào

Bộ dữ liệu trên qua kiểm tra cho thấy không có dữ liệu bị missing. Missing values hay còn gọi là những giá trị bị thiếu, không được điền hoặc không được cập nhật vào bộ dữ liệu.

![](data:image/png;base64,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)

#### Chuyển dữ liệu từ Time Series sang Supervised Learning
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Hàm series\_to\_supervised (): nhận chuỗi thời gian đơn biến hoặc đa biến và đóng khung nó dưới dạng tập dữ liệu học tập có giám sát.

Hàm nhận bốn đối số:

+Dữ liệu: chuỗi quan sát dưới dạng danh sách hoặc mảng 2D NumPy.

+ n\_in: Số lần quan sát độ trễ dưới dạng đầu vào (X). Gía trị có thể nằm trong khoảng [1 … len (dữ liệu)]. Tùy chọn mặc định là 1.

+ n\_out: Số lượng quan sát dưới dạng đầu ra (y). Gía trị nó có thể nằm trong khoảng [0 ...len (data-1)]. Và không bắt buộc mặc định là 1.

+ dropnan: Boolean có thả các hàng có giá trị NaN hay không không bắt buộc mặc định là True.

Hàm trả về một giá trị duy nhất:

+ return: Pandas DataFrame của loạt series được đóng khung để học có giám sát.
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Hình 3. Chuyển bộ dữ liệu từ Time Series sang Supervised Learning

Tập dữ liệu này gồm 9 biến đầu vào và 1 biến đầu ra. Sau quá trình tiền xử lý, tổng số bản ghi là 1071. Dữ liệu huấn luyện được lấy từ năm 1994-1997 gồm 612 bản ghi. Dữ liệu kiểm thử lấy từ năm 1998-2000 gồm 459 bản ghi được dùng để đánh giá hiệu quả của mô hình hồi quy phi tuyến RF.

## Các công cụ xây dựng mô hình RF

### Ngôn ngữ lập trình Python và thư viện

#### Giới thiệu Python

**Python** là một [ngôn ngữ lập trình](https://vi.wikipedia.org/wiki/Ng%C3%B4n_ng%E1%BB%AF_l%E1%BA%ADp_tr%C3%ACnh) bậc cao cho các mục đích lập trình đa năng, do [Guido van Rossum](https://vi.wikipedia.org/w/index.php?title=Guido_van_Rossum&action=edit&redlink=1) tạo ra và lần đầu ra mắt vào năm 1991 [7]. Python được thiết kế với ưu điểm mạnh là dễ đọc, dễ học và dễ nhớ. Python là ngôn ngữ có hình thức rất sáng sủa, cấu trúc rõ ràng, thuận tiện cho người mới học lập trình và là ngôn ngữ lập trình dễ học; được dùng rộng rãi trong phát triển [trí tuệ nhân tạo](https://vi.wikipedia.org/wiki/Tr%C3%AD_tu%E1%BB%87_nh%C3%A2n_t%E1%BA%A1o). Cấu trúc của Python còn cho phép người sử dụng viết mã lệnh với số lần gõ phím tối thiểu. Vào tháng 7 năm 2018, van Rossum đã từ chức lãnh đạo trong cộng đồng ngôn ngữ Python sau 30 năm làm việc.

Python hoàn toàn [tạo kiểu động](https://vi.wikipedia.org/w/index.php?title=T%E1%BA%A1o_ki%E1%BB%83u_%C4%91%E1%BB%99ng&action=edit&redlink=1) và dùng cơ chế [cấp phát bộ nhớ tự động](https://vi.wikipedia.org/wiki/Qu%E1%BA%A3n_l%C3%BD_b%E1%BB%99_nh%E1%BB%9B); do vậy nó tương tự như [Perl](https://vi.wikipedia.org/wiki/Perl), [Ruby](https://vi.wikipedia.org/wiki/Ruby_(ng%C3%B4n_ng%E1%BB%AF_l%E1%BA%ADp_tr%C3%ACnh)), [Scheme](https://vi.wikipedia.org/wiki/Scheme), [Smalltalk](https://vi.wikipedia.org/wiki/Smalltalk), và [Tcl](https://vi.wikipedia.org/wiki/Tcl). Python được phát triển trong một dự án mã mở, do tổ chức phi lợi nhuận Python Software Foundation quản lý.

**Python là ngôn ngữ lập trình hướng đối tượng đơn giản, dễ học, mạnh mẽ, cấp cao.** Python có cấu trúc cú pháp ít hơn các ngôn ngữ khác.

* **Python được thông dịch**: Python được trình thông dịch xử lý trong thời gian chạy. Bạn không cần phải biên dịch chương trình của mình trước khi thực hiện nó. Nó tương tự với PERL và PHP.
* **Python là tương tác (Interactive)**: Tại một dấu nhắc Python (command line) bạn có thể tương tác trực tiếp với trình thông dịch để viết chương trình Python.
* **Python là hướng đối tượng**: Python hỗ trợ kỹ thuật lập trình hướng đối tượng hoặc kỹ thuật lập trình đóng gói mã trong các đối tượng.
* **Python là ngôn ngữ của người mới bắt đầu**: Python là ngôn ngữ tuyệt vời cho các lập trình viên mới bắt đầu và hỗ trợ phát triển một loạt các ứng dụng từ xử lý văn bản đơn giản, lập trình web, cho đến lập trình game.

#### Các thư viện sử dụng

Ngôn ngữ sử dụng là Python. Phiên bản 3.8.0
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Tải python tại: <https://www.python.org/downloads/> chọn phiên bản cần cài đặt.

Ngôn ngữ python có hệ thống các gói rất phong phú, hỗ trợ nhiều lĩnh vực khác nhau, từ xây dựng ứng dụng, xử lý web, xử lý ảnh, xử lý text…

Sử dụng pip để tải các gói mới về từ internet.

Một số gói dành cho lập trình thông thường:

* Os: Xử lý file và tương tác với hệ điều hành.
* Networkx và igraph: làm việc với dữ liệu đồ thị, có thể làm việc với dữ liệu rất lớn (đồ thị hàng triệu đỉnh).
* Regular expressions: tìm kiếm mẫu trong dữ liệu text
* BeautifulSoup: trích xuất dữ liệu từ file HTML hoặc từ website
* NumPy (Numerical Python): là gói chuyên về xử lý dữ liệu số (nhiều chiều), gói cũng chứa các hàm số tuyến tính cơ bản, biến đổi fourier, sinh số ngẫu nhiên nâng cao, …
* SciPy (Scientific Python): dựa trên NumPy, cung cấp các công cụ mạnh cho khoa học và kỹ nghệ, chẳng hạn như biến đổi fourier rời rạc, đại số tuyến tính, tối ưu hóa và ma trận thưa.
* Matplotlib: chuyên sử dụng để vẽ biểu đồ, hỗ trợ rất nhiều loại biểu đồ khác nhau
* Pandas: chuyên sử dụng cho quản lý và tương tác với dữ liệu có cấu trúc, được sử dụng rộng rãi trong việc thu thập và tiền xử lý dữ liệu
* Sciket Learn: chuyên về học máy, dựa trên NumPy, SciPy và matplotlib, thư viện này có sẵn nhiều công cụ hiệu quả cho việc học máy và thiết lập mô hình thống kê chẳng hạn như các thuật toán phân lớp, hồi quy, phân cụm, giảm chiều dữ liệu.
* Statsmodels: cho phép người sử dụng khám phá dữ liệu, ước lượng mô hình thống kê và kiểm định
* Seaborn: dự trên matplotlib, cung cấp các công cụ diễn thị (visualization) dữ liệu thống kê đẹp và hiệu quả, mục tiêu của gói là sử dụng việc diễn thị như là trọng tâm của khám phá và hiểu dữ liệu
* Bokeh: để tạo ra các ô tương tác, biểu đồ tổng quan trên nền web, rất hiệu quả khi tương tác với dữ liệu lớn và trực tuyến
* Blaze: gói dựa trên NumPy và Pandas hướng đến dữ liệu phân tán hoặc truyền phát, là công cụ mạnh mẽ tạo diễn thị về dữ liệu cực lớn
* Scrapy: chuyên về thu thập thông tin trên web, rất phù hợp với việc lấy các dữ liệu theo mẫu
* SymPy: tính toán chuyên ngành dùng cho số học, đại số, toán rời rạc và vật lí lượng tử
* Theano: gói chuyên dùng tính toán hiệu quả các mảng nhiều chiều, sử dụng rộng rãi trong học máy
* TensorFlow: gói chuyên dùng cho học máy của Google, đặc biệt là các mạng thần kinh nhân tạo
* Keras: thư viện cấp cao chuyên về học máy, sử dụng Theano, TensorFlow hoặc CNTK làm phụ trợ.

##### Thư viện Numpy

NumPy là thư viện bổ sung của python, do không có sẵn ta phải cài đặt:
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* Một số hệ thống python đã có sẵn numpy thì có thể bỏ qua bước này
* Để kiểm tra xem hệ thống đã cài numpy hay chưa là thử import gói xem có bị lỗi hay không: import numpy as np

Đặc điểm của Numpy:

* Kiểu dữ liệu phần tử con trong mảng phải giống nhau
* Mảng có thể có một hoặc nhiều chiều
* Các chiều được đánh thứ tự từ 0 trở đi
* Số chiều gọi là hạng (rank)
* Có đến 24 kiểu số khác nhau
* Kiểu ndarray là lớp chính xử lý dữ liệu mảng nhiều chiều
* Rất nhiều hàm và phương thức xử lí ma trận

##### Thư viện Matplotlib

“Matplotlib” là thư viện chuyên về vẽ biểu đồ, mở rộng từ numpy.

Có mục tiêu đơn giản hóa tối đa công việc vẽ biểu đồ để “chỉ cần vài dòng lệnh”

Hỗ trợ rất nhiều loại biểu đồ, đặc biệt là các loại được sử dụng trong nghiên cứu hoặc kinh tế như biểu đồ dòng, đường, tần suất (histograms), phổ, tương quan, errorcharts, scatterplots, …

Cấu trúc của matplotlib gồm nhiều phần, phục vụ cho các mục đích sử dụng khác nhau. Ngoài các API liên quan đến vẽ biểu đồ, matplotlib còn bao gồm một số interface: Object-Oriented API, The Scripting Interface (pyplot), The MATLAB Interface (pylab).

Các interface này giúp chúng ta thuận tiện trong việc thiết lập chỉ số trước khi thực hiện vẽ biểu đồ. Interface pylab hiện đã không còn được phát triển. Sử dụng Object-Oriented API hoặc trực tiếp các API của matplotlib sẽ cho phép can thiệp sâu hơn vào việc vẽ biểu đồ (hầu hết project sẽ không có nhu cầu này).
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##### Thư viện pandas

Để cài đặt thư viện ta gõ câu lệnh:
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Tên “pandas” là dạng số nhiều của “panel data”

Đặc điểm nổi bật của pandas:

* Đọc dữ liệu từ nhiều định dạng
* Liên kết dữ liệu và tích hợp xử lý dữ liệu bị thiếu
* Xoay và chuyển đổi chiều của dữ liệu dễ dàng
* Tách, đánh chỉ mục và chia nhỏ các tập dữ liệu lớn dựa trên nhãn
* Có thể nhóm dữ liệu cho các mục đích hợp nhất và chuyển đổi
* Lọc dữ liệu và thực hiện query trên dữ liệu
* Xử lý dữ liệu chuỗi thời gian và lấy mẫu

##### Thư viện scikit-learn

Scikit-learn xuất phát là một dự án trong một cuộc thi lập trình của Google vào năm 2007, người khởi xướng dự án là David Cournapeau.

Sau đó nhiều viện nghiên cứu và các nhóm ra nhập, đến năm 2010 mới có bản đầu tiên (v0.1 beta).

Scikit-learn cung cấp gần như tất cả các loại thuật toán học máy cơ bản (khoảng vài chục) và vài trăm biến thể của chúng, cùng với đó là các kĩ thuật xử lý dữ liệu đã được chuẩn hóa.

Để cài đặt ta gõ câu lệnh:
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### Xây dựng web sử django

Sử dụng Framework Django đề lập trình đẩy mô hình học máy lên website.

#### Giới thiệu Django

**Django**là một **framework** bậc cao của Python có thể thúc đẩy việc phát triển phần mềm thần tốc và clean, thiết kế thực dụng [8]. Được xây dựng bởi nhiều lập trình viên kinh nghiệm, Django tập trung lớn những vấn đề phát triển Web, bạn có thể phát triển trang web của bạn mà không cần xây dựng từ những căn bản. Đặc biệt nó **free**và **open source**.

Lịch sử của Django:

* **2003** - Bắt đầu bởi Adrian Holovaty và Simon Willison như một dự án nội bộ tại tờ báo Lawrence Journal-World.
* **2005** - Phát hành tháng 7 năm 2005 và đặt tên là Django, theo tên nghệ sĩ guitar jazz Django Reinhardt.
* **2005** - Đủ trưởng thành để xử lý một số trang web có lưu lượng truy cập cao.
* **Hiện tại** - Django hiện là một dự án mã nguồn mở với những người đóng góp trên khắp thế giới.

#### Những lợi thế của django

* **Hoàn thiện**: Django phát triển theo tư tưởng "Batteries included" (có thể hiểu ý nghĩa là tích hợp toàn bộ, chỉ cần gọi ra mà dùng). Nó cung cấp mọi thứ cho developer không cần phải nghĩ phải dùng cái ngoài. Chúng ta chỉ cần tập trung vào sản phẩm, tất cả đều hoạt động liền mạch với nhau.
* **Đa năng**: Django có thể được dùng để xây dựng hầu hết các loại website, từ hệ thống quản lý nội dung, cho đến các trang mạng xã hội hay web tin tức. Nó có thể làm việc với framework client-side, và chuyển nội dung hầu hết các loại format(HTML, RESS, JSON, XML, ...)
* **Bảo mật**: Django giúp các developer trang các lỗi bảo mật thông thường bằng cách cung cấp framework rằng có những kĩ thuật "phải làm như vậy" để bảo vệ website. Ví dụ: Django cung cấp bảo mật quản lý tên tài khoản và mật khẩu, tránh các lỗi cơ bản như để thông tin session lên cookie, mã hóa mật khẩu thay vì lưu thẳng.
* **Dễ Scale**: Django sử dụng kiến trúc [shared-nothing](https://www.howkteam.vn/redirect?Id=SDf1weZWe72xWllgybxU0So0lwQ5dDuM98%2bZWBcd5hQaIw80M%2b5bEuZHRjdRdnNDEJ%2brEMMWxL7VyCKgO1b%2bbw%3d%3d)dựa vào **component**(mỗi phần của kiến trúc sẽ độc lập với nhau, và có thể thay thế hoặc sửa đổi nếu cần thiết). Có sự chia tách rõ ràng giữa các phần nghĩa là nó có thể scale cho việc gia tăng traffic bằng cách thêm phần cứng ở mỗi cấp độ: caching, servers, database servers, hoặc application servers. Nhiều web về kinh doanh đã thành công khi Django được scale đáp ứng yêu cầu của họ
* **Dễ maintain**: code django được viết theo nguyên tắc thiết kế và pattern có thể khuyến khích ý tưởng bảo trì và tái sử dụng code. Trên thực tế, nó sự theo khái niệm Don't Repeat Yourself làm cho không có sự lặp lại không cần thiết, giảm một lượng code.
* **Tính linh động**: Django được viết bằng Python, nó có thể **chạy đa nền tảng.** Nó có nghĩa rằng bạn không ràng buộc một **platform server**cụ thể. Django được hỗ trợ tốt ở nhiều nhà cung cấp hosting, họ sẽ cung cấp hạ tầng và tài liệu cụ thể cho hosting web Django.

#### Cài đặt django

Thực hiện install Django thông qua trình quản lý package pip:
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Việc cài đặt có thể kéo dài trong một vài phút, tùy thuộc vào đường truyền mạng của chúng ta.

Sau khi thực hiện cài đặt xong, chúng ta kiểm tra lại xem việc cài đặt đã thành công chưa bằng câu lệnh:
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#### Khởi tạo website với django

Bây giờ sẽ cài đặt website. Sau khi cài đặt xong django, chúng ta sẽ có một công cụ sử dụng trên command-line có tên là django-admin, công cụ này cho phép chúng ta thực hiện việc khởi tạo các website, application, migrate, shell, dbshell, ...

Để tạo ra một project, chúng ta dùng command:
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Chúng ta sẽ có một thư mục my\_url bên trong chứa cấu trúc như bên dưới:
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Folder my\_url/ ở bên ngoài là một thư mục chứa toàn bộ project của chúng ta. Tên của nó không quan trọng, Django framework không quản lý cái tên này, chúng ta có thể đổi tên nó thành các tên khác nhau nếu muốn.

manage.py: Django's command-line utility for administrative tasks. Nơi thực thi/truyền tải vào django-core các lệnh CLI từ django-admin.

Thư mục my\_url bên trong là thư mục chứa các module cần thiết để định nghĩa cho dự án của bạn.

my\_url/\_\_init\_\_.py: Là file trống để quy định my\_url là một package.

my\_url/settings.py: Chứa các cài đặt/cấu hình của một dự án Django.

my\_url/urls.py: Nơi khai báo các Path-URL chính của dự án Django.

my\_url/asgi.py: File cấu hình lưu trữ các thông tin dùng để thực hiện deloy lên website.

my\_url/wsgi.py: File cấu hình lưu trữ các thông tin dùng để thực hiện deploy lên webserver.

Với khung thông tin hiện tại, chúng ta đã có thể thực hiện start website của mình lên để kiểm tra. Câu lệnh khởi động là:
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Đến đây là chúng ta đã khởi tạo một website đang chạy trên localhost và cổng 8000.  
Chúng ta sẽ thực hiện truy cập vào địa chỉ URL phía trên (http://127.0.0.1:8000) và xem kết quả hiện ra.
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Để thực hiện tắt ứng dụng, chúng ta thực hiện gõ CTRL - BREAK trên màn hình đen terminal.  
Để ý thấy giá trị 8000 là giá trị mặc định của server port khi thực hiện khởi tạo webserver, giá trị này có thể thay đổi được bằng cách khi khởi động webserver, thêm giá trị port vào phía sau:
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## Ứng dụng dữ liệu và công cụ vào để xây dựng mô hình và web

### Xây dựng mô hình học máy

#### Import các thư viện sử dụng

from numpy import asarray

from pandas import read\_excel

from pandas import DataFrame

from pandas import concat

from math import sqrt

from sklearn.metrics import mean\_absolute\_error

from sklearn.metrics import mean\_squared\_error #RMSE

from sklearn.metrics import r2\_score #R-squared (R^2)

from sklearn.ensemble import RandomForestRegressor
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#### Đọc dữ liệu và kiểm tra những dữ liệu bị missing

Dữ liệu đầu vào là một file excel có tên Thakek-Mekong.xlsx. Sau đó ta kiểm tra xem bộ dữ liệu có chỗ nào bị missing không, và đưa ra tổng số dữ liệu nếu bị missing.
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Sau khi kiểm tra bộ dữ liệu kết quả thu được là không có dữ liệu bị missing.
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#### Chuyển đổi dữ liệu từ Timeseries sang Supervised Learing
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#### Chia bộ dữ liệu thành train/test

Hàm này được dùng để chia bộ dữ liệu thành 2 phần là train và test
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#### Trainning model RF và sử dụng mô hình đưa ra dự đoán

Hàm này để xây dựng mô hình RF để đưa ra dự đoán đối với dữ liệu đầu vào là dữ liệu test. Model RF được xây dựng với số lượng cây nhị phân hồi quy trong RF được đặt mặc định là 1000 cây, số lượng biến chọn ngẫu nhiên để tách nút trong cây hồi quy max\_features =3
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#### Hàm tính toán độ chính xác của mô hình và giá trị dự đoán

Để kiểm tra độ chính xác của mô hình ta dùng các chỉ số MAE, RMSE, R2 và đưa ra các giá trị dự đoán cho tập dữ liệu được đưa vào để dự đoán.
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#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)
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return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

#### Sử dụng các hàm trên

Đọc bộ dữ liệu và gọi hàm chuyển đổi dữ liệu từ chuỗi thời gian sang học có giám sát.
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### Deploy mô hình học máy lên web sử dụng django

Sau khi đã xây dựng được mô hình ở phần [*3.1.1*](#_Xây_dựng_mô) chúng ta save weights mô hình bằng joblib. Được đặt tên là finalized\_model.sav
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Sau đó tạo app có tên là ThakLek
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Ta vào thư mục settings.py, mở file **settings.py. Ở phần khai báo INSTALLED\_APPS** ta ghi thêm tên app vào trong.
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Trong thư mục vừa tạo ta cần quan tâm chủ yếu tới 2 file là views.py và urls.py

* views.py: Thực hiện chức năng như là 1 Controller trong MVC, nhận các yêu cầu, xử lý yêu cầu lấy data từ database sau đó trả về view (HTML, CSS, JS).
* url.py: Là file chứa các đường dẫn được chỉ định.

Chúng ta tạo thêm một thư mục đặt tên là templates là nơi chứa code giao hiện HMTL
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* home.html: nơi chứa trang giao diện chính
* base.html: nơi chứa navigation của trang web
* result.html: giao diện khi kết quả được trả về sau khi nhập dữ liệu cần dữ đoán vào ô input
* result1.html: giao diện kết quả trả về đã được dự đoán khi chúng ta tải một file excel là dữ liệu đầu vào.

#### Xử lý đưa ra kết quả dự đoán khi người dùng nhập dữ liệu vào ô input
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Đầu tiên chúng ta sẽ xây dựng giao diện để người dùng nhập dữ liệu vào ô input là dữ liệu đầu vào để mô hình đưa ra dự đoán mực nước tại trạm ThahLek. Trong file home.html. Sử dụng một form để có thể lấy được dữ liệu từ ô input khi người dùng ấn submit.
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Demo kết quả thu được từ việc xử lý dữ liệu khi người dùng nhập dữ liệu từ ô input
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Sau đó ấn nút Prediction. Kết quả thu được
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#### Xử lý đưa ra kết quả dự đoán khi người dùng tải lên file excel
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Code giao diện cho phần xử lý khi người dùng muốn dự đoán bằng việc tải file excel được để trong “fileupload.html”.
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Khi người dùng chọn đúng loại file là excel thì tại trang hiện tại có đường dẫn là [*http://127.0.0.1:8000/upload/*](http://127.0.0.1:8000/upload/) sau khi ấn nút “Prediction” sẽ được chuyển hướng đến trang có đường dẫn [*http://127.0.0.1:8000/result/*](http://127.0.0.1:8000/result/). Việc quy định đường dẫn đã được xử lý tại file “urls.py”
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path('result/',views.simple\_upload,name='result'),

]

from django.contrib import admin

from django.urls import path,include

from .import views

urlpatterns = [

path('admin/', admin.site.urls),

path('',views.home),

path('upload/',views.upload,name='upload'),

path('result1/',views.result1,name='result1'),

path('result/',views.simple\_upload,name='result'),

]

from django.contrib import admin

from django.urls import path,include

from .import views

urlpatterns = [

path('admin/', admin.site.urls),

path('',views.home),

path('upload/',views.upload,name='upload'),

path('result1/',views.result1,name='result1'),

path('result/',views.simple\_upload,name='result'),

]

from django.contrib import admin

from django.urls import path,include

from .import views

urlpatterns = [

path('admin/', admin.site.urls),

path('',views.home),

path('upload/',views.upload,name='upload'),

path('result1/',views.result1,name='result1'),

path('result/',views.simple\_upload,name='result'),

]

Khi được chuyển đến đường dẫn [*http://127.0.0.1:8000/result/*](http://127.0.0.1:8000/result/)thì thực chất bên dưới nó là quá trình xử lý của file views.py và trả về kết quả hiển thị trên web có đường dẫn /result.

Bên trong file “views.py” quá trình đọc file excel và để đưa ra dự đoán từ dữ liệu đầu vào là file excel được thực hiện như sau:
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Demo kết quả thu được.

File người dùng tải nên là một file excel có dữ liệu như sau:
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Khi người dùng ấn Prediction. Kết quả dự đoán mực nước tại trạm ThahLek thu được được hiển thị là cột cuối ở bảng bên dưới
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# KẾT QUẢ ỨNG DỤNG MÔ HÌNH

## Qúa trình huấn luyện mô hình

### Các thông số huấn luyện

Dưới đây là các thông số được khai báo trước khi đưa vào chương trình python để huấn luyện mô hình. Các thông số này đã được điều chỉnh để tối ưu với bài toán dự báo mực nước.

Bảng 4. Các thông số huấn luyện

|  |  |  |
| --- | --- | --- |
| **Tên tham số** | **Giá trị** | **Mô tả** |
| K |  | Số lượng cây nhị phân hồi quy |
| Max\_feature |  | Số lượng biến chọn ngẫu nhiên để tách nút trong cây hồi quy |

### Môi trường huấn luyện

Môi trường được sử dụng để huấn luyện mô hình RF là Windows 10, ngôn ngữ Python 3.9.1 và trình biên tập lập trình VS Code 1.63.

### Đánh giá mô hình

Các đại lượng được sử dụng để huấn luyện, kiểm định và kiểm tra mô hình là:

* Độ chính xác:

### Quá trình huấn luyện

Dưới đây là đồ thị quá trình huấn luyện của mô hình RF gồm đường mực nước dự báo và thực đo tại trạm ThahLek.
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Hình 4. Đường quá trình dự báo mực nước và thực đo tại trạm ThahLek

## Kết quả ứng dụng mô hình

### Kết quả huấn luyện

Mô hình mất khoảng 15 phút để chuẩn hóa và học dữ liệu. Với độ chính xác các chỉ số thu được như sau: MAE =0.484, RMSE =0.649, R2=0.925. Ta có giá trị R2 thu được khá cao gần so với 1. Ngoài ra theo khuyến nghị của Ủy ban sông Mê-Kông [7], giá trị MAE chấp nhận được cho dự báo trước 5 ngày tại vị trí Thakhek là nhỏ hơn 0.75 mét. Từ giá trị MAE thu được < 0.75. Vì vậy cho thấy mô hình RF hoạt động tốt và cho ra kết quả có độ chính xác tương đối cao.
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Hình 4. Độ chính xác của mô hình

### Kết quả deploy mô hình nên web

Mô hình sau khi được dùng để triển khai trên web có thể đưa ra dự đoán mực nước tại trạm ThahLek cho người dùng theo 2 cách.

* Khi người dùng nhập dữ liệu đầu vào từ ô input
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Hình 4. Giao diện web dùng dự đoán khi người dùng nhập dữ liệu và giao diện kết quả dự đoán

* Khi người dùng tải lên một file excel đã có dữ liệu gồm mực nước đo được trong ngày hiện tại và hai ngày trước tại trạm Thakhek. Hnk(t), Hnk(t-1) và Hnk(t-2) lần lượt là mực nước đo được trong ngày hiện tại và hai ngày trước tại trạm Nông Khai. Rainfall\_w3, Rainfall\_w5 và Rainfall\_w7 lần lượt là lượng mưa trung bình trên lưu vực gia nhập khu giữa Nông Khai và Thakhek cho các thời đoạn 3, 5 và 7 ngày gần đây nhất.
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Hình 4. Giao diện web dùng dự đoán khi người dùng tải file dữ liệu và kết quả dự đoán trên web

## Kết luận & kiến nghị

Mô hình dự báo rừng ngẫu nhiên (RF) được đề xuất trong nghiên cứu này nhằm dự báo mực nước tại trạm ThahLek trên sông MeKong và dựa trên phương pháp đánh giá R2, RMSE và MAE. Kết quả thực nghiệm cho thấy mô hình rừng ngẫu nhiên cho kết quả dự đoán với độ chính xác cao. Trong tương lai, chúng tôi sẽ áp dụng kết quả nghiên cứu mở rộng, áp dụng cùng với các mô hình học máy khác để tìm ra mô hình tối ưu cùng kết quả mong muốn có độ chính xác tương đối cao.
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PHỤ LỤC

Các dòng lệnh chính của ngôn ngữ lập trình Python được sử dụng khi tiến hành thực nghiệm.

from numpy import asarray

from pandas import read\_excel

from pandas import DataFrame

from pandas import concat

from math import sqrt

from sklearn.metrics import mean\_absolute\_error

from sklearn.metrics import mean\_squared\_error #RMSE

from sklearn.metrics import r2\_score #R-squared (R^2)

from sklearn.ensemble import RandomForestRegressor

from matplotlib import pyplot

# load the dataset

series = read\_excel('Thakek-Mekong.xlsx',engine='openpyxl')

series.head()

#data process

series.isnull()

series.isnull().sum()

# convert series to supervised learning

def series\_to\_supervised(data, n\_in=1, n\_out=1, dropnan=True):

n\_vars = 1 if type(data) is list else data.shape[1]

df = DataFrame(data)

cols, names = list(), list()

# input sequence (t-n, ... t-1)

for i in range(n\_in, 0, -1):

cols.append(df.shift(i))

names += [('var%d(t-%d)' % (j+1, i)) for j in range(n\_vars)]

# forecast sequence (t, t+1, ... t+n)

for i in range(0, n\_out):

cols.append(df.shift(-i))

if i == 0:

names += [('var%d(t)' % (j+1)) for j in range(n\_vars)]

else:

names += [('var%d(t+%d)' % (j+1, i)) for j in range(n\_vars)]

# put it all together

agg = concat(cols, axis=1)

agg.columns = names

# drop rows with NaN values

if dropnan:

agg.dropna(inplace=True)

return agg

# split a univariate dataset into train/test sets

def train\_test\_split(data, n\_test):

return data[:-n\_test, :], data[-n\_test:, :]

# fit an random forest model and make a one step prediction

def random\_forest\_forecast(train, testX):

# transform list into array

train = asarray(train)

# split into input and output columns

trainX, trainy = train[:, :-1], train[:, -1]

# fit model

model = RandomForestRegressor(n\_estimators=1000, max\_features=3)

# random\_state=0, n\_estimators=200, max\_depth=None, max\_features=1, min\_samples\_leaf=1, min\_samples\_split=2, bootstrap=False

model.fit(trainX, trainy)

# make a one-step prediction

yhat = model.predict([testX])

return yhat[0]

# walk-forward validation for univariate data

def walk\_forward\_validation(data, n\_test):

predictions = list()

# split dataset

train, test = train\_test\_split(data, n\_test)

# seed history with training dataset

history = [x for x in train]

# step over each time-step in the test set

for i in range(len(test)):

# split test row into input and output columns

testX, testy = test[i, :-1], test[i, -1]

# fit model on history and make a prediction

yhat = random\_forest\_forecast(history, testX)

# store forecast in list of predictions

predictions.append(yhat)

# add actual observation to history for the next loop

history.append(test[i])

# summarize progress

print('>expected=%.1f, predicted=%.1f' % (testy, yhat))

# estimate prediction error (MAE)

error = mean\_absolute\_error(test[:, -1], predictions)

#caculator RMSE

mse=mean\_squared\_error(test[:, -1], predictions)

rmse = sqrt(mse)

#caculator R-squared (R^2)

global r2\_score

r2\_score=r2\_score(test[:, -1], predictions)

return error,rmse,r2\_score, test[:, -1], predictions

# load the dataset

series = read\_excel('Thakek-Mekong.xlsx',usecols=[1,2,3,4,5,6,7,8,9,10,11],engine='openpyxl')

series.head()

values = series.values

# transform the time series data into supervised learning

data = series\_to\_supervised(values,1,1)

data.drop(data.columns[[10,11,12,13, 14, 15, 16, 17, 18,19]], axis=1, inplace=True)

data = data.values

# evaluate

mae,rmse,r2\_score, y, yhat = walk\_forward\_validation(data,459) #int(len(data) \* 0.3)

print('MAE: %.3f' % mae)

print('Test RMSE: %.3f' % rmse)

print('Test R^2: %.3f' % r2\_score)

# plot expected vs predicted

pyplot.plot(y, label='Expected')

pyplot.plot(yhat, label='Predicted')

pyplot.legend()

pyplot.xlabel('Test Size')

pyplot.ylabel('Rainfall (mm)')

pyplot.show()