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# Causal Analysis Theory

The general goal of causal analysis is to quantify the causal effect of one variable on another. Arguably, much perhaps even most of science has the goal of causal analysis, although not always couched in such direct language.

Often, methods are taught that seemingly separate whether an analysis is causal or not based on whether it comes from an experiment or RCT (causal) or any other non-randomized design. This is not, strictly, true. Rather, experiments or RCTs help ensure the assumptions required for a causal analysis are met.

## Terminology

Before we consider different scenarios, there are some common terms / language to define.

* refers to our outcome of interest. For simplicity, let be a binary variable (e.g., Depressed or Not Depressed; Presence or Absence of Hyperactive symptoms). We indicate these separate outcomes, respectively as and .
* refers to our exposure of interest. For simplicity, let be a binary variable as well (e.g., Treatment vs Control; Diagnosed with Cancer). We represent these as and .
* refers to covariates that are confounds and generally common causes of both and that were measured and available for analysis.
* refers to covariates that are confounds and generally common causes of both and that were **O**mmitted from assessments, so are not available for analysis.
* refers to instrumental variables; that is variables that cause but do not cause .
* refers to proxy variables, that are caused by or in other ways may be proxies for unmeasured covariates or common causes, , but do not themselves cause or
* refers to collider variables, that are measured and may be controlled for, but are not causes of or , but are caused by where at least one also causes and another also causes .
* refers to a mechanism, that is on the causal path between and . Again, for convenience, we assume this is a binary variable where and represent values of the mechanism when it is present or absent.

We use upper case letters to refer to the variables, and lower case letters to refer to specific values of them. For example: indicates equalling some specific, constant value, , so that no longer varies but is a constant, although we do not care **which** specific constant (i.e., it does not matter whether it is or ). The same applies to the other variables defined, refers to the exposure being held at some specific value of , refers to covariates being held at some specific value of , etc.

## Counterfactuals

Another key concept in causal analysis is the idea of counterfactuals also called expected outcomes. Counterfactuals underpin much of causal analysis. Counterfactuals refer to *what would have happened* under another reality. This is the core of causal reasoning. What would have to this person’s depression if they had been given treatment instead of the control or the control instead of the treatment?

Formally, we write expected outcomes as:

which indicates the outcome, , when . The counterfactual or expected outcomes framework allows us more formal definitions of causal effects under different situations. Using the counterfactual framework, we can define the causal direct effect of our exposure, , on the outcome, as:

This represents the expected difference in the outcome when the exposure is held at 1 vs 0.

Note that will be the factual, observed outcome for some people, but will be a counterfactual, not observed outcome for other people. For example, for everyone actually receiving treatment, will be the factual outcome, but will be a counterfactual outcome for everyone actually receiving the control condition[[1]](#footnote-1). Also note that there is an assumption that for everyone with , . This means that the observed outcome data, are the outcomes associated with a specific level of the exposure. This could be violated if, for instance, there was measurement error on the exposure (e.g., someone who received treatment misclassified as control; someone listed as not diagnosed with cancer, but cancer was actually present) or if someone had both exposures but only one recorded (e.g., someone was not diagnosed with cancer; outcomes were assessed 4 weeks later and in that interim gap, cancer was diagnosed but not collected/assessed by the study).

## Confounding

In experiments or RCTs, we may randomly assign people to a specific level of the exposure, . However, in other settings, individuals’ level of the exposure, , may not be randomly assigned. When levels of the exposure are not randomly assigned, there may exist confounding that if not measured and accounted for introduces bias in the estimate of the causal effect of our exposure on the outcome . Most of our discussions today will focus on these cases and attempting to adjust for confounding.

We say that a set of measured covariates is sufficient to eliminate confounding if:

read: the expected outcome is independent of the exposure, given (conditioned, covaried on, at specific strata of) . Thus the causal effect is:

If is true, then regardless of the study type, we can **estimate** the causal effect of on based on sample data as:

Randomized designs, such as experiments and RCTs, are powerful because the randomization can ensure that without requiring any , eliminating the need or concern to identify, measure, and appropriately adjust for . However, if confounders are appropriately mmeasured and modelled, causal estimates can be obtained from observational data.

## Confounding Examples

Now, let’s look at some different causal models that may arise and the consequences of different choices.

In the following figure, is an observed confounder that causes both and . If is ignored, the causal estimate of on will be biased. Adjusting for , we can get an unbiased estimate of the causal effect of on .

C is a common cause of X and Y

In the following figure, is not a cause of , so the correct estimate of the causal effect is 0. In the graph, there are two, omitted confounders: and . is a collider caused by both and , but does not cause or . In this case, analyzing and alone will provide a correct causal estimate. However, adjusting for while looking at the effect on will induce bias. Specifically, adjusting for will result in unblocking a backdoor path from to via , , and leading to an (incorrect) apparent causal effect of on . Adjusting for collider variables can open backdoor paths and cause bias. **Adjusting for more variables is not always better.**

L is a collider and covarying for it will induce bias by unblocking a backdoor path from X to Y

In the following figure, is a common cause of and but it was omitted from measurement so we cannot adjust for it. However, is only connected to via which is measured. In this instance, adjusting for eliminates the bias due to which was not measured.

O is unmeasured, but covarying for C eliminates bias due to O

When is a common cause of and its omission will result in a biased causal estimate. In the following figure, is an instrumental variable that is a cause of but not of . With omitted, adjusting for will not reduce bias from and in fact tends to exacerbate the bias from the omission of . As with the collider example, this is another case where adjusting for the wrong variable can exacerbate bias.

O is unmeasured, I is an instrument (influences X not Y), covaring for I when O unmeasured may exacerbate bias due to O

The following diagram shows a case where is omitted and a common cause of and . We do not have , but we do have a proxy measure of , . does not cause or , but adjusting for it can reduce bias from omitting .

Proxy variable P though not causal can be used to reduce bias from omitting O

# Causal Effect Decompositions

A common task in causal analysis is not only examining the causal effect of one variable, , on another, , but decomposing this effect, such as identifying specific mediators or mechanisms. Previously, distinctions often were made between mediation and moderation models, where mediation models tested mechanisms linking and , moderation models tested whether the causal effect of on differs across some third variable. Recently, these have been unified into a four-way decomposition of the effect of on where another variable, may act both as mediator and moderator of the effect[[2]](#footnote-2). Following is a diagram of a mediation model.

Mediation model with confounder C

Previously we defined counterfactual outcomes based on level of the exposure: and . Now that we have a mechanism as well, we need further counterfactuals, including what would have happened to the mediator if the exposure were set at specific values.

as well as specific counterfactuals for the outcome under different actual occurrences of the exposure and mediator.

Together, these pieces allow us to decompose the causal effect of on into four parts:

1. Controlled direct effect ():
2. Reference interaction ():
3. Mediated interaction ():
4. Pure indirect effect ():

Based on this four-way decomposition, we also can define various composites of these:

* Total effect:
* Total indirect (mediated) effect:
* Pure direct effect:
* Portion attributable to interaction:

# Marginal Structural Models (MSMs)

One of the primary tools for estimated causal effects are marginal structural models (MSMs). MSMs estimated marginal effects rather than conditional effects as in regression models.

MSMs will match regression under some special conditions, but often do not. Marginal models focus on the population average, not for specific conditions or groups and they model expected outcomes, rather than directly observed data. Often, MSMs adjust for confounds by using approaches such as Inverse Probability of Treatment Weights (IPTWs).

IPTWs can be calculated several ways, but often what are known as “stabilized weights” (*sw*) are used, which are the ratio of the probability of the exposure to the conditional probability of the exposure, where it is conditioned on the relevant covariates, . Weights are calculated for each person, , as:

For cases where there is mediation, a second weight is needed, for the mediator, here the numerator is the conditional probability of having the mediator , given the exposure . The denominator is the same but now conditional on the exposure, the covariates used for the exposure, , **and any additional covariates required to adjust for bias from the mediator to the outcome**, .

Using these IPTWs, we could, for example, estimate the controlled direct effect of the exposure using the MSM:

The weights for this would be the product of the exposure and mediator weights described previously:

These IPTWs address confounding, so no further adjustment in the model is needed for confounding. By using the IPTWs, we create a pseudo-population in which there is no confounding (or at least, in which we have adjusted for confounding as best we are able to). Once we have done that, we estimate the parameters of the MSMs typically using regular regression software.

# MSMs and Causal Analysis in R

For many MSMs, the main complicated task is estimating the IPTWs. To estimate them in R, we use the ipw package. The following code setups up the packages we need and loads a small sample dataset from the internet.

options(digits = 2)  
  
## one new packages: ipw, use one of the codes below to install  
# install.packages("ipw", type = "binary")  
# install.packages("ipw")  
  
## once installed, run  
library(data.table)  
library(ipw)  
  
## read in sample dataset from online  
d <- fread("https://stats.idre.ucla.edu/stat/data/hsbdemo.csv")  
d[, GoodRead := as.integer(read > 50)]  
d[, GoodSocst := as.integer(socst > 60)]  
d[, GoodMath := as.integer(math > 52)]  
d[, GoodScience := as.integer(science > 55)]  
d[, honors := as.integer(honors == "enrolled")]

Following is a causal diagram representing our view of the world. In words, this diagram indicates belief that being in honors (exposure) has acausal effect on being a good reader (mechanism) and being good in social studies (outcome). Socioeconomic status and school type are seen as common causes both of being in honors and being good in social studies. Writing ability is seen as a unique confound of the effect from being a good reader to being good in social studies.

MSM mediation model

To estimate a MSM, we first must generate IPTWs for our exposure, honors. This we accomplish using the ipwpoint() function. It is common to graph or otherwise summarise the weights after being made and often, to create truncated weights, here using trunc = .01. The goal of truncating weights is to avoid extreme weights (either very large or very small). In this case, it does not appear to much matter from the figures, but we may use the truncated weights anyways (it is only the top and bottom .01 that are truncated).

swx <- ipwpoint(  
 exposure = honors,  
 family = "binomial",  
 link = "logit",  
 numerator = ~ 1,  
 denominator = ~ ses + schtyp,  
 data = d,  
 trunc = .01)  
  
par(mfrow = c(1, 2))  
ipwplot(weights = swx$ipw.weights, logscale = FALSE)  
ipwplot(weights = swx$weights.trunc, logscale = FALSE)

![Raw and truncated stabilized IPTWs for exposure](data:image/png;base64,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)

Raw and truncated stabilized IPTWs for exposure

summary(swx$ipw.weights)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 0.58 0.89 0.89 1.00 1.13 1.72

summary(swx$weights.trunc)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 0.58 0.89 0.89 1.00 1.13 1.54

Next we repeat the same process for the mechanism. Now the numerator has the exposure as well and we add the new confound that only is expected to confound the mediator outcome path, writing.

swm <- ipwpoint(  
 exposure = GoodRead,  
 family = "binomial",  
 link = "logit",  
 numerator = ~ 1 + honors,  
 denominator = ~ 1 + honors + ses + schtyp + write,  
 data = d,  
 trunc = .01)  
  
par(mfrow = c(1, 2))  
ipwplot(weights = swm$ipw.weights, logscale = FALSE)  
ipwplot(weights = swm$weights.trunc, logscale = FALSE)
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Raw and truncated stabilized IPTWs for mediator

## check a summary of the product of weights  
summary(swx$weights.trunc \* swm$weights.trunc)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 0.5 0.6 0.7 1.0 1.2 3.2

Finally, we can estimate our MSM. As the outcome is binary, we use a logistic model. For comparison, we also run a regular GLM with covariates added. For the MSM, we leave out confounds, but utilize weights, by specifying the weights argument and using the product of our exposure and mediator IPTWs. Finally, we can get a summary of the results to evaluate them and confidence intervals[[3]](#footnote-3). Note that warnings about non-integers in the the MSM are okay as these are related to the weighting.

## glm approach with covariates  
mglm <- glm(GoodSocst ~ honors + GoodRead + ses + schtyp + write,  
 data = d, family = binomial())  
  
## msm approach  
msm <- glm(GoodSocst ~ honors + GoodRead,  
 data = d, family = binomial(),  
 weights = swx$weights.trunc \* swm$weights.trunc)  
  
## glm results  
summary(mglm)

##   
## Call:  
## glm(formula = GoodSocst ~ honors + GoodRead + ses + schtyp +   
## write, family = binomial(), data = d)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.793 -0.738 -0.316 0.705 2.630   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -7.0720 2.0974 -3.37 0.00075 \*\*\*  
## honors 0.1101 0.5519 0.20 0.84193   
## GoodRead 0.8326 0.4220 1.97 0.04852 \*   
## seslow -1.8682 0.5804 -3.22 0.00129 \*\*   
## sesmiddle -0.8219 0.4142 -1.98 0.04719 \*   
## schtyppublic 0.1020 0.4811 0.21 0.83208   
## write 0.1176 0.0386 3.05 0.00229 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 252.23 on 199 degrees of freedom  
## Residual deviance: 180.47 on 193 degrees of freedom  
## AIC: 194.5  
##   
## Number of Fisher Scoring iterations: 5

confint(mglm)

## Waiting for profiling to be done...

## 2.5 % 97.5 %  
## (Intercept) -11.5590 -3.263  
## honors -0.9800 1.194  
## GoodRead 0.0094 1.673  
## seslow -3.0782 -0.779  
## sesmiddle -1.6436 -0.012  
## schtyppublic -0.8347 1.063  
## write 0.0469 0.199

## msm results  
summary(msm)

##   
## Call:  
## glm(formula = GoodSocst ~ honors + GoodRead, family = binomial(),   
## data = d, weights = swx$weights.trunc \* swm$weights.trunc)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.706 -0.674 -0.501 0.792 3.448   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.664 0.269 -6.19 6e-10 \*\*\*  
## honors 1.267 0.380 3.34 0.00085 \*\*\*  
## GoodRead 0.754 0.370 2.03 0.04190 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 240.50 on 199 degrees of freedom  
## Residual deviance: 214.39 on 197 degrees of freedom  
## AIC: 246.1  
##   
## Number of Fisher Scoring iterations: 4

confint(msm)

## Waiting for profiling to be done...

## 2.5 % 97.5 %  
## (Intercept) -2.223 -1.2  
## honors 0.528 2.0  
## GoodRead 0.028 1.5

# Activity (Workbook)

Run a GLM and MSM for the following causal model.

Workbook causal model
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1. Note that although we are only talking about binary outcomes and exposures, the general principles hold true for continuous outcomes and continuous exposures. In the case of continuous exposures, however, would hold the exposure at different specific levels and must assume some functional form mapping the continuous exposure to the outcome, such as linear, etc. [↑](#footnote-ref-1)
2. VanderWeele, T. J. (2014). A unification of mediation and interaction: a four-way decomposition. *Epidemiology, 25*(5), 749. [↑](#footnote-ref-2)
3. Some notes on the use of p-values here: Nature: <http://dx.doi.org/10.1038/d41586-019-00857-9> JAMA: <http://dx.doi.org/10.1001/jama.2019.4582> PeerJ: <http://dx.doi.org/10.7287/peerj.preprints.27657v1> Am Stat: <http://dx.doi.org/10.1080/00031305.2018.1527253> Am Stat: <http://dx.doi.org/10.1080/00031305.2019.1583913> [↑](#footnote-ref-3)