****PyTorch框架班作业（第一期）****

笔记整理人：天国之影（2019年6月29日）

# ****说明****

1. 本课程作业的所有代码都要基于Python3，在Jupyter Notebook上完成。
2. Pytorch中文文档地址：<https://github.com/zergtant/pytorch-handbook>

**我的作业GitHub地址（在每一个Week中均有一个MyHomeWork文件夹，用于记录我的作业完成情况，所有ipynb文件均带注释）：**

<https://github.com/Relph1119/Pytorch-Camp>

# 第1周

## Pytorch简介，配置电脑环境

**任务：**

1．Pytorch简介

2．配置电脑环境（pycharm+Anconda+pytorch）

3．开始学习Pytorch官方文档（参考资料：1.自动求导机制；2.CUDA语义；4.多进程最佳实践）

**任务简介：**《Pytorch官方文档》

**学习时长：**6/2—6/3

**详细说明：**

本节课所需资料包下载链接：

链接：<https://pan.baidu.com/s/1s6wwJLzRiiJy3xPIuQPDgg>

提取码：4lv8

1、本节第一部分将会向大家介绍pytorch，以及pytorch作为我们使用深度学习工具的优势。

2、第二部分观看资料包中的环境配置文档：如何配置环境（针对小白），基于window系统、Anconda、Pycharm、pytorch、(cuda+cudnn)，环境配置好之后会进行小测试，验证配置的环境是否可以正常使用。

3、第三部分正式进入我们的pytorch学习，工欲善其事必先利其器，我们从最基础pytorch官方文档API开始学习，首先是自动求导机制，这部分是在训练模型的时候使用，在进行预测的时候我们只进行前向传播，不进行反向传播，所以也就不需要求导，可以节约预测的时间；第二部分是CUDA语义，也就是我们如何选择显卡进行计算，同时会涉及到并行计算（这部分在项目部署的时候比较有用）；第三部分也是并行计算多进程的内容。

特征工程是对原始数据进行一系列工程处理，将其提炼为特征，作为输入供算法和模型使用。做过项目或者竞赛的都应当了解特征工程的重要性，面对不在一个数量级的特征，类别性特征，高维特征，特征组合等等场景，我们应该怎么做。

pytorch文档均在资料包中。

**打卡要求：**在训练和测试时自动求导的区别？如何调用CUDA？程序中如何使用多进程？

**打卡内容：**文字或图片拍照提交，文字要求最少50字，图片要求最少3张

**打卡截止时间：**6/3

## 学习序列化模型、torch接口

**任务：**

Pytorch官方文档（参考资料：Pytorch官方文档；5.序列化模型；6.torch接口）

**任务简介：**《Pytorch官方文档》

**学习时长：**6/4

**详细说明：**

本节任务资料包下载：

链接：<https://pan.baidu.com/s/1s6wwJLzRiiJy3xPIuQPDgg>

提取码：4lv8

本节内容包括如何保存和载入模型，我们一般情况下载训练阶段保存在预测阶段载入，同时需要了解两种方法保存模型的差异。下面是pytorch最重要的部分，对Tensor的操作，由于本节内容较多，我们分为七个部分讲解，今天主要是熟悉torch接口中1~9页的API，能够知道如何使用，知道每个函数的意义和参数的意义。

**作业名称（详解）**：保存模型的两种形式以及他们的区别？手敲今天所学API三遍

**作业提交形式：**打卡提交文字或图片，不少于20字

**打卡截止时间：**6/5

## 深入了解torch接口

**任务：**

深入了解torch接口（参考资料：6.torch接口API剩余部分10~85）

**任务简介：**《Pytorch官方文档》

**学习时长：**6/5—6/7

**详细说明：**

由于torch接口部分内容很多，我们利用三天时间深入了解torch接口该如何使用（其实很多操作和numpy很类似，只要numpy很熟练，这块上手很快），第一天主要学习torch张量(10~20页)的索引、切片、连接、换位操作，随机采样，序列化操作，并行化操作，其中对张量的操作这一块在以后应用中非常广泛，一定要熟练。第二天学习一些基本的数学操作API（21~56页），需要了解基本操作，知道如何使用。第三天学习比较操作和其他操作，这些函数有一些太常用，只需熟练使用常用的操作。

**作业名称（详解）：**掌握基本的torch Tensor张量操作；

**作业提交形式：**打卡提交文字或图片，不少于20字

**打卡截止时间：**6/7

## 本周学习任务简单总结

**任务名称：**本周学习任务简单总结

**任务简介：**温故而知新，简单回顾本周学到几个重要知识

**详细说明：**

每一周的学习任务都比较重，第一次学过之后特别容易忘，所以在周日及时做一个要点回顾，会让学习效率大大的提升，不会的知识也会越来越少

作业名称（详解）：请用文字描述，本周所学知识的重点，也可以思维导图、手写、电子版截图或者拍照均可，格式不限

**作业提交形式：**PPT截图或手写拍照，打卡提交。不少于20字。

打卡截止时间：6/9

# 第2周

## torch.Storage、torch.cuda操作

**任务名称：**

Pytorch官方文档(参考资料：Pytorch官方文档8.torch.Storage操作；14.torch.cuda操作）

**任务简介：**torch.Storage主要是Tensor数据类型的转换；torch.cuda；

**详细说明：**

Day8的任务两块，第一块是Storage操作，主要包括数据类型转换的接口；第二块是如何使用判断是否有显卡，以及如何把数据和模型在显卡上运行。

**作业资料包下载链接：**

链接：<https://pan.baidu.com/s/17xW8rfG-14nu6vc9vjeBlQ>

提取码：34k3

**作业名称（详解）：**

（1）自己练习数据类型之间的转换方法

（2）测试在显卡上训练和在cpu上训练的速度差多少倍；

**作业提交形式：**打卡提交文字或图片

打卡截止时间：6/11

## 数据读取、数据扩增

**任务名称：**

1. 数据读取；
2. 数据扩增

参考资料：（1）PyTorch\_tutorial\_0.0.5\_余霆嵩文档1~16页（2）pytorch官方文档16.torch.utils.data；17.torch.utils.model\_zoo；18.torchvision.datasets；19.torchvision.models；20.torchvision.transforms；21.torchvision.utils

**任务简介：**数据读取和自定义数据集的读取操作；数据集的扩增的方法；

**详细说明：**

任务是数据的读取和数据的扩增，在学习之前需要我们把官方文档16~21的资料学习，然后学习余霆嵩大神整理的资料，这里包括了数据读取和数据扩增的方法基本操作的API。数据扩增在我们数据有限的情况下可以通过数据扩增得到更多的数据，一方面可以抑制过拟合一方面可以提高模型泛化性，pytorch中封装了22种数据扩增的方法，基本包括了我们常用扩增方法，可以根据需求调用各自方法。

**作业资料包下载链接：**

链接：<https://pan.baidu.com/s/17xW8rfG-14nu6vc9vjeBlQ>

提取码：34k3

**作业名称（详解）：**

（1）使用提供的网络模型读取自己数据进行训练；

（2）使用22中数据扩增的方法进行组合，测试其效果；

**作业提交形式：**打卡提交文字或图片，不少于20字

打卡截止时间：6/12

## 构建网络模型

**任务名称：**构建网络模型(包括torch.nn和torch.nn.functional操作

参考文档：

（1）pytorch官方文档torch.nn和torch.nn.function

（2）PyTorch\_tutorial\_0.0.5\_余霆嵩文档17~29页

**任务简介：**构建网络模型是学习pytorch框架最重要的内容

**详细说明：**

任务是构建网络模型，在学习构建网络模型之前需要我们了解官方文档9~10的资料，这里包括了基本的模块，卷积操作、BN操作、池化操作、激活函数等等在构建模型中最基层的方法。学习初期我们可以先学习经典的网络模型，Lenet,Alxnet,Vgg,Resnet等网络模型，后面随着学习的深入自己搭建网络模型或者在经典网络模型的基础上增加或修改其网络，使其达到更好的性能；

Torch.nn.function中的激活函数和池化是我们常用的，一般不使用torch.nn中的激活函数和池化操作，因为网络模型反向传播时不计算池化层的梯度，使用在torch.nn.function中重新封装了部分接口，当然也可以不使用torch.nn.function。

**作业资料包下载链接：**（学习资料里包含了老师对官方文档的重组文件，前面一周的文档内容也都有更新，对前面内容还有所疑惑的小伙伴可以回头看看文档资料）

链接：<https://pan.baidu.com/s/17xW8rfG-14nu6vc9vjeBlQ>

提取码：34k3

**作业名称（详解）：**

（1）手敲官方文档9，10中的基本操作3遍；

（2）自己尝试写一个5层的网络模型；

**作业提交形式：**打卡提交文字或图片，总结内容不少于20字

打卡截止时间：6/14

## 本周学习任务简单总结

**任务名称：**本周学习任务简单总结

**任务简介：**温故而知新，简单回顾本周学到几个重要知识

**详细说明：**

每一周的学习任务都比较重，第一次学过之后特别容易忘，所以在周日及时做一个要点回顾，会让学习效率大大的提升，不会的知识也会越来越少

**作业名称（详解）：**请用文字描述，本周所学知识的重点，也可以思维导图、手写、电子版截图或者拍照均可，格式不限

**作业提交形式：**PPT截图或手写拍照，打卡提交。不少于20字。

打卡截止时间：6/16

# 第3周

## 网络模型参数初始化

**任务名称：**

网络模型参数初始化和Finetune

参考资料：

（1）pytorch官方文档torch.nn.init操作10个方法

（2）PyTorch\_tutorial\_0.0.5\_余霆嵩文档18~29页

**任务简介：**网络初始化的方法

**详细说明：**

网络模型参数初始化方法有两种，第一种方法是在我们重新训练模式时使用的初始化方法，这时需要我们自己设置初始化方法，当然也可以不设置，会选择默认的初始化方法，如果需要自己初始化，就需要学会如何设置合适的方法，如果初始化方法选择不合适，会导致模型学习效果不好；第二种方法是Finetune，就是使用别人预训练好的模型参数初始化自己的网络模型，一般最后一层需要学习，其他层参数都使用预训练模型参数，这种方法不仅收敛速度快而且精度更高，所以一般推荐finetune方法。

**作业资料包下载链接：**

链接：<https://pan.baidu.com/s/17xW8rfG-14nu6vc9vjeBlQ>

提取码：34k3

**作业名称（详解）：**

（1）对同一网络模型，测试初始化方法哪一个方法效果更好一些？

（2）比较初始化方法和finetune方法收敛速度和精度

**作业提交形式：**打卡提交文字或图片

打卡截止时间：6/18

## 损失函数

**任务名称：**损失函数

参考资料：PyTorch\_tutorial\_0.0.5\_余霆嵩文档31~44页

**任务简介：**pytorch中的损失函数

**详细说明：**

pytorch中有17中不同的损失函数，一般最常用的是交叉熵损失函数，其他损失函数也需要了解其用途；

作业资料包下载链接：

链接：<https://pan.baidu.com/s/17xW8rfG-14nu6vc9vjeBlQ>

提取码：34k3

**作业名称（详解）：**

对同一网络进行不同损失函数的测试，比对其精度

**作业提交形式：**打卡提交文字或图片

打卡截止时间：6/21

## 优化算法torch.optim

**任务名称：**

优化算法torch.optim操作10个方法

参考资料：

（1）pytorch官方文档ttorch.optim

（2）PyTorch\_tutorial\_0.0.5\_余霆嵩文档45~56页

**任务简介：**pytorch中的优化算法

**详细说明：**

需要了解常用优化算法的优势和劣势，同时需要了解如何调参，参数中学习率是非常重要的参数，学习率设置不合适会导致震荡或者收敛很慢。

**作业资料包下载链接：**

链接：<https://pan.baidu.com/s/17xW8rfG-14nu6vc9vjeBlQ>

提取码：34k3

**作业名称（详解）：**

对同一网络进行不同优化算法的测试，比对其效果和收敛速度

**作业提交形式：**打卡提交文字或图片

打卡截止时间：6/22

## 本周学习任务简单总结

**任务名称：**本周学习任务简单总结

**任务简介：**温故而知新，简单回顾本周学到几个重要知识

**详细说明：**

每一周的学习任务都比较重，第一次学过之后特别容易忘，所以在周日及时做一个要点回顾，会让学习效率大大的提升，不会的知识也会越来越少

作业名称（详解）：请用文字描述，本周所学知识的重点，也可以思维导图、手写、电子版截图或者拍照均可，格式不限

**作业提交形式：**PPT截图或手写拍照，打卡提交。不少于20字。

打卡截止时间：6/23

# 第4周

## 设置学习率

**任务名称：**设置学习率

参考资料：PyTorch\_tutorial\_0.0.5\_余霆嵩文档49~56页

**任务简介：**如何设置学习率呢？

**详细说明：**

上一节我们提到学习率非常重要，如何设置学习率呢？Pytorch给我们提供了6中学习率设置的方法，合适的学习率方法可以有效提高模型进度

**作业资料包下载链接：**

链接：<https://pan.baidu.com/s/17xW8rfG-14nu6vc9vjeBlQ>

提取码：34k3

**作业名称（详解）：**对同一网络进行不同学习率方法的测试，比对其精度

**作业提交形式：**PPT截图或手写拍照，打卡提交.

打卡内容：可以只是文字提交，或图片提交，或组合都行

打卡截止时间：6/25

## 数据可视化

**任务名称：**数据可视化

参考资料：PyTorch\_tutorial\_0.0.5\_余霆嵩文档56~78页

**任务简介：**利用数据可视化来解释深度学习“黑盒”

**详细说明：**

本节主要是数据可视化部分，可以让我们更直观看到模型内部，主要涉及到卷积核可视化、特征图可视化、梯度及权值分布可视化、混淆矩阵的可视化；这部分比较简单，只需要学习tensorboardX中一些常用的API即可满足我们日常需要。

**作业资料包下载链接：**

链接：<https://pan.baidu.com/s/17xW8rfG-14nu6vc9vjeBlQ>

提取码：34k3

**作业名称（详解）：**对这几块可视化内容手敲代码一遍

**作业提交形式：**PPT截图或手写拍照，打卡提交.

打卡要求：不少于2张图片

打卡截止时间：6/28

# 第5周

## Logistics分类实战

**任务名称：**Logistics分类实战

**详细说明和作业：**

通过我们一个月的学习pytorch框架，已经掌握了基本操作，今天开始进行项目实战，第一个项目是最简单的神经网络，单层神经网络，其实就是logistics回归，麻雀虽小五脏俱全，这个项目流程和其他项目流程一样，也包括（数据读取、数据处理、定义模型、优化算法和损失函数的选择、迭代训练），所以本节课的重点就是掌握流程化。

**作业资料包下载链接：**

链接：<https://pan.baidu.com/s/17xW8rfG-14nu6vc9vjeBlQ>

提取码：34k3

**作业名称：**通过之前的学习，如何进行优化提高精度？

**作业提交形式：**PPT截图或手写拍照，打卡提交。不少于20字。

打卡截止时间：7/2