URL Embedding

背景

广告landing page理解，是一项非常重要的基础技术，对于click quality预估、乱买词挖掘等核心工作具有重要意义。KR团队基于页面解析和NLP技术，对页面内容进行分析，输出核心term权重、页面topic分布等信息，为相关工作奠定了基础。同时，为了应对页面解析失效（图片、视频等）以及term赋权不准确等问题，我们也进行了很多基于用户行为的landing page摘要生成技术研究，作为重要补充。

此前的页面摘要生成方法较为直接，例如将历史点击到当前url最高的top 10 term作为页面摘要，再基于topic model，word2vec等技术得到页面topic分布或vector表示。实际应用中，经常也能取得较好的效果。

Url embedding的考虑是，基于相关行为数据，统一建模并优化求解，直接得到页面embedd ing结果，避开截断选择term、结果合成等问题，同时得到理论上更优的解。

最终产出url embedding算法工具，如何收集数据，如何选取word表示方法由用户决定。这里使用的word表示方法，是从邵毅那里获取的word2vec词表。

URL to Vector

Url to vector的模型结构如下（图中x表示query vector，w表示url vector）：
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输入训练数据的query vector，与url vector经过sigmoid变换后拟合数据label，增加正则项抑制过拟合。模型最终输出url to vector结果（每个url使用固定维数的向量表示）。

使用已有的query vector计算方法，而不进行联合优化的原因是：

1）Word to vector / topics的技术较成熟，直接使用更保险，联合优化可能得到不可靠的结果

2）联合优化求解更复杂，直接使用已有结果求解简单，易于并行化

训练数据可以根据实际情况选择，例如使用click quality的标注数据，或者点击与否作为正负样本，也可以考虑更加复杂的数据选取方法。

URL to Model / Distribution

前面所述的url to vector方法较为简单，一个非常明显的问题是，对于多个topic的页面，无法得到较好的效果。例如，一个页面即包含电子产品，又包含化妆品内容，word to vector无法做到同时拟合这两种语义，其本质仍然是一个线性模型。

基于此，url to model / distribution旨在将每个url表示为一个分布，或者说一个模型，其分布/模型能够表示多个topic信息。

首先考虑传统非线性模型，由于单个url的训练数据可能极少（例如<10个样本），同时query vector维度较大（通常几百维），tree model，nerual network首先被排除。Kernel-based model在这种情况下仍然可能work，因此首先尝试使用svm。针对支持向量过多的问题（导致训练和预估代价过大），通过两种方案尝试解决：

1）数据抽样

2）使用SVR减少支持向量

其它降低sv数量的简化svm方法未尝试。

实验中，方案1将训练数据抽样至<=1000，测试几个url，初步结论是建模效果弱于线性url to vector；方案2将支持向量数量限制在可接受的范围内（例如小于100），测试url中，建模效果同样差于线性方法。

至此，非线性discriminative model在这种应用场景下（高维少样本）基本被排除，接下来考虑generative model，或者说将url表示为一个分布。基于问题的特点，考虑使用gaussian mixture model（GMM）建模（实际中根据问题特点做了一些改动）。GMM与RBF kernel的SVM较为相似，主要是可变参数和求解方法上有差异。Url GMM建模主要步骤如下：

1）样本聚类

高维空间直接基于EM求解GMM，担心陷入较差的局部极值，因此首先对样本进行聚类（spherical k-means）。初始类别数量人工指定，迭代过程中允许减少类别数量。

2）GMM优化

聚类中心固定，模型参数仅包括控制类别幅值的alpha和控制kernel宽度的gamma，优化目标函数如下：
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其中

![http://wiki.baidu.com/download/attachments/86030409/b8f25d17658d71ab855c0dc6e2766a97.png?version=1&modificationDate=1429931109780&api=v2](data:image/png;base64,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)

模型基于SGD优化求解。采用启发式初始化聚类方法，模型参数随机初始化，基本上可以得到较为稳定的局部最优解。接下来测试GMM模型效果。

这时问题来了，调研非线性模型的原因是，url to vector不能较好的拟合多topic页面，但是找了很久找不到多topic的页面。。。

针对大多数单topic页面，由于非线性模型无法得到全局最优解，同时相对更容易过拟合，GMM效果通常比url to vector差（测试了几个url，平均auc要低3%左右）。

但是假设应该是合理的，需要找到样本验证。于是我手贱的把两个url数据合成一份进行训练、测试，模拟多topic页面场景。。。，果然，GMM模型auc比url to vector高3%。。。

总结

Anyway，尽管测试的url不够多，初步判断线性的url to vector方法基本足够了，非线性GMM模型的意义仅停留在理论研究，或者特殊的多topic页面应用场景。由于每个url单独建模优化，算法很容易并行化。Url to vector的hadoop实现已经完成，能够支持一般应用。后续有空的时候，我会进一步整理好将其工具化，如果有必要，GMM版本也可以整理一下。