**How do you connect a public subnet and a private subnet?**

* **Public Subnet**: Resources that need internet access (like web servers) are placed here. We attach an **Internet Gateway (IGW)** to the VPC and update the route table to route traffic to the IGW.
* **Private Subnet**: Resources that don't need direct internet access (like databases) are placed here. This subnet doesn’t route traffic to the IGW.
* **NAT Gateway**: To allow private subnet resources to access the internet (for updates or external services), we deploy a **NAT Gateway** in the public subnet. Then, we update the route table of the private subnet to send traffic to the NAT Gateway.

**Result**:

* **The public subnet** can access the internet directly through the Internet Gateway.
* **The private subnet** can access the internet via the NAT Gateway but is not directly exposed to inbound internet traffic.

**How do you connect between two EC2 instances?**

1. **Same VPC**:
   * **Security Groups**: Ensure both EC2 instances have the correct **security group rules** allowing inbound traffic from each other. For example, if instance A needs to connect to instance B, security group A should allow traffic from security group B, and vice versa.
   * **Private IPs**: EC2 instances within the same VPC can connect using their **private IP addresses**. You can use SSH (for Linux) or RDP (for Windows) to connect between them.
2. **Different Subnets**:
   * If the instances are in different subnets but in the same VPC, ensure the **subnet route tables** allow communication between them (they should automatically route within the same VPC).
   * **Security Groups**: Update security group rules to allow traffic between the two EC2 instances.
3. **Different VPCs**:
   * If the instances are in different VPCs, you can set up **VPC Peering** or **Transit Gateway** to allow communication between the VPCs.
   * **Security Groups & Route Tables**: As with the same VPC, ensure security group rules and route tables are updated accordingly.
4. **Access Methods**:
   * **SSH (for Linux)**: ssh -i key.pem ec2-user@<Private-IP-of-EC2-B>
   * **RDP (for Windows)**: Use Remote Desktop Protocol with the private IP address.

**In summary**:

* **Same VPC**: Use private IP and security groups for communication.
* **Different Subnets**: Ensure route tables and security groups are set up.
* **Different VPCs**: Use VPC peering or Transit Gateway.

This is a clear and practical way to explain how EC2 instances can communicate with each other, whether they are in the same or different VPCs.

**Which volumes in Kubernetes can be attached and detached?**

In Kubernetes, **Persistent Volumes (PVs)** can be **attached and detached**. These are typically backed by cloud storage services like **AWS EBS**, **GCE Persistent Disk**, or **Azure Disk**, and Kubernetes automatically manages their attachment and detachment based on pod requirements.

This is a quick, interview-friendly explanation!

**What is a Persistent Volume (PV)?**

A **Persistent Volume (PV)** in Kubernetes is a piece of storage that has been provisioned for use by a pod. It exists independently of the lifecycle of any pod and provides persistent storage that outlives pod restarts. PVs can be backed by various storage backends like **AWS EBS**, **GCE Persistent Disk**, or **NFS**. They are managed by Kubernetes and are used with **Persistent Volume Claims (PVCs)** to allow pods to request storage dynamically.

This is concise and perfect for an interview!

Here’s a short, interview-friendly explanation:

**What is Stash in Git?**

**Git Stash** allows you to temporarily save (or "stash") uncommitted changes in your working directory. This is useful when you need to switch branches or work on something else without committing your changes. Later, you can **apply** or **pop** the stashed changes to continue from where you left off.

* **git stash**: Saves your uncommitted changes.
* **git stash apply**: Re-applies the stashed changes.
* **git stash pop**: Re-applies and removes the stashed changes from the stash list.

This is a concise explanation that should work well for an interview!

Here’s a quick, interview-friendly explanation of how **Horizontal Pod Autoscaling (HPA)** works in Kubernetes:

**How does Horizontal Pod Autoscaling (HPA) work in Kubernetes?**

**Horizontal Pod Autoscaler (HPA)** in Kubernetes automatically adjusts the number of pods in a deployment or replica set based on observed CPU utilization (or custom metrics).

Here’s how it works:

1. **Metrics Collection**: HPA continuously monitors the resource utilization (like CPU or memory) of the pods.
2. **Scaling Decision**: If the average utilization exceeds or drops below a specified threshold (e.g., 80% CPU), HPA will automatically scale the number of pods up or down.
3. **Scaling Action**: HPA adjusts the replica count in the deployment or replica set accordingly.

You define the desired metrics (like CPU or memory usage) and the HPA automatically handles scaling for you.

This is a clear, concise answer that covers the key points and should be perfect for an interview!Here's a short, interview-friendly response:

**Do you have experience in Kubernetes?**

Yes, I have hands-on experience with Kubernetes. I've worked on deploying and managing applications using **pods**, **services**, and **deployments**. I'm familiar with **Horizontal Pod Autoscaling (HPA)**, **config maps**, **secrets management**, and setting up **persistent storage**. I've also used **kubectl** for managing clusters and troubleshooting. Additionally, I have experience with **Helm** for package management and **CI/CD** integration for Kubernetes deployments.

**How do you switch between pods in a Blue-Green deployment and route traffic without using a load balancer?**

In a **Blue-Green deployment**, the idea is to have two versions of your application running simultaneously (Blue for the current version, Green for the new version). You can switch between the two by manipulating **Kubernetes services** and **labels**, which allows you to route traffic between the pods.

**Steps:**

* **Deploy Blue Version (Current Version)**:
  + Initially, deploy your application’s **Blue pods** and expose them through a **Kubernetes service**. The service points to the Blue version’s label selector, routing traffic to these pods.
* **Deploy Green Version (New Version)**:
  + When you're ready to deploy a new version of the app, you deploy the **Green pods** (new version) alongside the Blue pods. These Green pods should have their own unique labels (e.g., app=your-app, version=green).
* **Update Service Selector**:
  + To route traffic to the Green pods, you update the **Kubernetes service’s label selector**. The service was initially selecting Blue pods (e.g., app=your-app, version=blue), so by changing the selector to version=green, you direct the traffic to the Green pods.
* **Switch Traffic**:
  + Once the service selector is updated, traffic that was routed to the Blue pods is now routed to the Green pods, effectively making the Green version live.
  + **Rollback**: If there’s an issue with the Green version, you can simply update the selector back to the Blue pods to revert the changes.

**Advantages:**

* **Zero Downtime**: This approach ensures no downtime, as both Blue and Green pods are running simultaneously during the deployment.
* **No Load Balancer Needed**: Kubernetes services can route traffic based on label selectors, eliminating the need for an external load balancer.

**In summary**: By updating the **service selector** to point to the Green version's labels, you can switch traffic between the Blue and Green pods seamlessly without the need for an external load balancer.

**What are task groups and how can they be implemented in a YAML file?**

In Kubernetes, **task groups** are not a native concept, but you can achieve similar functionality using **Jobs** or **CronJobs** to group tasks together. These resources allow you to run batch jobs or scheduled tasks in Kubernetes.

**Example of Implementing Task Groups with a Job:**

apiVersion: batch/v1

kind: Job

metadata:

name: task-group-job

spec:

template:

spec:

containers:

- name: task-container

image: busybox

command: ["echo", "Task in Group"]

restartPolicy: Never

* **Job**: Runs a task to completion.
* **Containers**: Define the task to be executed.
* **restartPolicy**: Ensures the task doesn’t restart after completion.

You can create multiple jobs or cron jobs to group tasks logically in your deployment.

**HPA (Horizontal Pod Autoscaler)** vs **Scaling in Deployment File**:

1. **Horizontal Pod Autoscaler (HPA)**:
   * **Dynamic Scaling**: HPA automatically adjusts the number of pods based on real-time metrics like CPU or memory usage (or custom metrics).
   * **Metrics-driven**: It scales up or down based on the observed utilization of resources.
   * **Automatic**: This scaling happens automatically when the defined thresholds are met.
2. **Scaling in Deployment File**:
   * **Static Scaling**: This method allows you to manually specify the number of replicas in the deployment YAML file.
   * **Fixed Number**: You define the exact number of pods (replicas) you want, and it doesn't change dynamically unless manually updated.
   * **No Metrics**: It doesn't use resource metrics like HPA and is static until you update it.

**In summary**:

* **HPA**: Scales pods automatically based on resource utilization.
* **Scaling in Deployment**: Manually set the number of replicas in the YAML file.

This explanation is clear, quick, and ideal for an interview!

**How to run three different versioned Maven builds in parallel in Jenkins?**

You can use **Jenkins Declarative Pipeline** with the **parallel** block to run different Maven builds concurrently.

**Example:**

pipeline {

agent any

stages {

stage('Parallel Builds') {

parallel {

stage('Maven 3.6.3') {

steps {

sh 'mvn clean install -Dmaven.version=3.6.3'

}

}

stage('Maven 3.8.1') {

steps {

sh 'mvn clean install -Dmaven.version=3.8.1'

}

}

stage('Maven 3.9.0') {

steps {

sh 'mvn clean install -Dmaven.version=3.9.0'

}

}

}

}

}

}

**Explanation:**

* The **parallel** block runs the three Maven builds (with different versions) **simultaneously**.
* Each build runs in its own stage (Maven 3.6.3, 3.8.1, and 3.9.0), speeding up the overall process.

**what happens if i deploy a pod without specifying the namespace**

If you deploy a pod without specifying the **namespace** in Kubernetes, it will be created in the **default namespace**.

**Key Points:**

* **Default Namespace**: If no namespace is specified, Kubernetes will assume the default namespace for the pod.
* **Namespace Behavior**: Kubernetes provides isolation using namespaces. Pods, services, and other resources in the same namespace can communicate with each other by default, but resources in different namespaces require explicit configuration for communication.

**Example:** If you deploy a pod without specifying a namespace:

apiVersion: v1

kind: Pod

metadata:

name: my-pod

spec:

containers:

- name: my-container

image: nginx

This pod will be created in the default namespace. You can see it by running:

* + - kubectl get pods --namespace=default

**Conclusion:**

If no namespace is specified, Kubernetes assumes the default namespace, and the pod will be deployed there. If you want to deploy it in a specific namespace, you must explicitly set the namespace in the metadata section of the YAML file.

**on which basis does Prometheus collect data**

**Prometheus collects data** by **scraping** metrics from **HTTP endpoints** exposed by applications, services, or exporters. It uses a **pull-based model**, where it collects metrics at regular intervals (configurable).

* **Metrics Endpoint**: /metrics endpoint that exposes data in Prometheus format.
* **Target Discovery**: Targets are discovered dynamically (e.g., Kubernetes, DNS) or through static configuration.
* **Exporters**: Prometheus uses exporters (like Node Exporter) to collect system or application metrics.

**In summary**: Prometheus collects data by scraping defined endpoints at regular intervals using a pull-based model.

**what is different b/w classic and YAML - based pipelines, including their Advantages and disadvantages**

**Classic Pipelines**:

* **Configuration**: Defined through Jenkins' graphical user interface (GUI), where users can add tasks and configure build steps using a visual editor.
* **Advantages**:
  + **User-Friendly**: Intuitive setup with minimal learning curve, suitable for users unfamiliar with coding or scripting.
  + **Visual Representation**: Provides a clear, graphical view of the pipeline stages and flow, aiding in understanding and troubleshooting.
* **Disadvantages**:
  + **Scalability Challenges**: Managing complex workflows can become cumbersome, especially as the number of pipelines grows.
  + **Limited Version Control Integration**: Pipeline configurations are stored within Jenkins and may not be easily versioned alongside application code, potentially hindering collaboration and change tracking.

**YAML-based Pipelines**:

* **Configuration**: Defined using YAML syntax in code files, typically stored in version control repositories alongside application code.
* **Advantages**:
  + **Pipeline as Code**: Allows pipelines to be treated as code, enabling versioning, collaboration, and integration with source control practices.
  + **Scalability and Maintainability**: Easier to manage and scale, especially for complex CI/CD workflows, due to code-based configuration and reuse of templates.
* **Disadvantages**:
  + **Learning Curve**: Requires familiarity with YAML syntax and Jenkins pipeline DSL, which might be challenging for users new to these technologies.
  + **Limited Built-in Visualization**: Lacks native graphical representation within Jenkins, though external tools or plugins can provide visualization capabilities.

**Summary**:

* **Classic Pipelines** offer simplicity and ease of use, making them suitable for straightforward projects or teams with limited DevOps experience.
* **YAML-based Pipelines** provide advantages in version control, scalability, and are better suited for complex, collaborative, and code-centric environments.

Choosing between the two depends on project complexity, team expertise, and the need for version control and scalability in your CI/CD processes.

**k8s pods, differnet b/w deployment and Daemon Sets**:

**Deployments**:

* **Purpose**: Manage stateless applications by maintaining a specified number of identical Pods across the cluster.
* **Behavior**:
  + Ensure the desired number of Pods are running, distributing them across available nodes.
  + Support rolling updates and rollbacks for application versions.
  + Do not guarantee that Pods run on every node; Pods are scheduled based on resource availability and constraints.
* **Use Cases**: Ideal for applications requiring multiple replicas for load balancing and high availability, such as web servers or API services.

**Daemon Sets**:

* **Purpose**: Ensure that a copy of a specific Pod runs on all (or selected) nodes in the cluster.
* **Behavior**:
  + Automatically deploy a Pod on every node, including new nodes added to the cluster.
  + Allow targeting specific nodes using labels and selectors.
  + Maintain one Pod per eligible node, without scaling replicas.
* **Use Cases**: Suitable for tasks requiring node-specific operations, such as logging, monitoring, or network proxies that need to run on every node.

**Key Differences**:

* **Pod Distribution**:
  + *Deployments*: Pods are distributed across nodes based on scheduling, without ensuring presence on every node.
  + *DaemonSets*: Guarantee that a Pod runs on every node (or selected nodes), ensuring uniform distribution.
* **Scaling**:
  + *Deployments*: Allow scaling the number of Pod replicas up or down as needed.
  + *DaemonSets*: Do not scale; they maintain a single Pod instance per eligible node.
* **Use Cases**:
  + *Deployments*: Best for stateless applications requiring replication and load balancing.
  + *DaemonSets*: Ideal for node-specific tasks that must run on every node, such as log collection or monitoring agents.

In summary, use **Deployments** for managing replicated, stateless applications and **DaemonSets** for ensuring specific Pods run on every node to perform tasks that require node-level presence.

**Aws different type of load balancer difference layer they work on auto scaling, s3 cloud storage types**

**AWS Load Balancers**:

1. **Application Load Balancer (ALB)**:
   * **Layer**: Operates at the **Application Layer (Layer 7)** of the OSI model.
   * **Function**: Routes HTTP/HTTPS traffic based on content, supporting features like path-based and host-based routing.
   * **Use Case**: Ideal for web applications requiring advanced routing capabilities.
2. **Network Load Balancer (NLB)**:
   * **Layer**: Operates at the **Transport Layer (Layer 4)**.
   * **Function**: Handles TCP/UDP traffic, capable of managing millions of requests per second while maintaining low latency.
   * **Use Case**: Suitable for applications requiring high performance and static IP addresses.
3. **Classic Load Balancer (CLB)**:
   * **Layer**: Supports both **Layer 4** and **Layer 7**.
   * **Function**: Provides basic load balancing across Amazon EC2 instances.
   * **Use Case**: Suitable for applications built within the EC2-Classic network.

**Auto Scaling**:

* **Function**: Automatically adjusts the number of EC2 instances in your application to maintain performance and handle varying traffic loads.
* **Integration with Load Balancers**: Auto Scaling groups can be integrated with load balancers to distribute traffic evenly across instances, ensuring high availability and reliability. citeturn0search0

**Amazon S3 Storage Classes**:

* **Standard**: High durability and availability for frequently accessed data.
* **Intelligent-Tiering**: Moves data between two access tiers when access patterns change.
* **One Zone-IA**: Lower-cost option for infrequently accessed data that doesn't require multiple availability zone resilience.
* **Glacier**: Low-cost storage for data archiving with retrieval times ranging from minutes to hours.
* **Deep Archive**: Lowest-cost storage for data that is rarely accessed, with retrieval times of hours.

In summary, AWS provides a range of load balancers and storage classes to cater to diverse application requirements, ensuring scalability, performance, and cost-effectiveness.

**what is Jenkins use for you**

**Jenkins** is used for **continuous integration (CI)** and **continuous delivery (CD)**. It automates the process of building, testing, and deploying applications. Here’s how it’s typically used:

* **Automation**: Jenkins automates repetitive tasks such as code building, testing, and deployment, improving development speed and reducing human error.
* **CI/CD Pipelines**: It manages CI/CD pipelines to automatically test and deploy code changes as soon as they are made, ensuring faster and more reliable delivery.
* **Integration**: Jenkins integrates with various tools like Git, Maven, Docker, Kubernetes, and more, allowing you to manage the complete development lifecycle.
* **Monitoring**: It provides real-time monitoring of build processes and notifications for build status (success, failure).

In short, **Jenkins** helps streamline development workflows, ensure code quality, and speed up delivery through automation.

**Can you pls explain docker file is?**

A **Dockerfile** is a text file that contains a set of instructions to build a **Docker image**. It defines the environment and the steps needed to set up the application inside a container.

**Key Elements of a Dockerfile:**

1. **FROM**: Specifies the base image to use (e.g., FROM ubuntu:20.04).
2. **RUN**: Executes commands inside the image, such as installing packages (RUN apt-get update).
3. **COPY**: Copies files from the host machine into the container (COPY . /app).
4. **WORKDIR**: Sets the working directory for subsequent instructions (WORKDIR /app).
5. **CMD**: Specifies the command to run when the container starts (CMD ["python", "app.py"]).
6. **EXPOSE**: Exposes a port to allow communication with the container.

**Example Dockerfile:**

# Use an official Python runtime as a base image

FROM python:3.8-slim

# Set the working directory

WORKDIR /app

# Copy the current directory contents into the container

COPY . /app

# Install any dependencies

RUN pip install --no-cache-dir -r requirements.txt

# Expose port

EXPOSE 5000

# Run the application

CMD ["python", "app.py"]

**What It Does:**

* Builds a custom Docker image with your application.
* Ensures your app can run in any environment with all necessary dependencies.

In short, a **Dockerfile** automates the process of creating a Docker image to run your application in a containerized environment.

**how would you explain to your clients the importance of having scrum master on their team?**

A **Scrum Master** is essential for ensuring that the team follows the Scrum framework effectively. They:

1. **Facilitate Scrum ceremonies** (like sprint planning, stand-ups, retrospectives).
2. **Remove roadblocks** that hinder the team’s progress.
3. **Promote collaboration** and communication within the team and with stakeholders.
4. **Ensure continuous improvement** through regular retrospectives.
5. **Protect the team** from external distractions so they can focus on delivering high-quality work.

In short, a **Scrum Master** helps the team stay organized, productive, and focused on delivering value, ensuring smoother project execution and faster delivery.

**what is different b/w linked list and a HashMap?**

**Linked List:**

* **Data Structure**: A collection of elements (nodes) where each node points to the next node.
* **Structure**: It’s a **sequential** structure, where elements are connected in a linear way.
* **Operations**:
  + **Access**: O(n) for accessing elements, as you must traverse the list.
  + **Insertion/Deletion**: O(1) if you have a reference to the node.
* **Use Cases**: Best for situations where you need dynamic memory allocation and efficient insertion/deletion at the beginning or middle of the list.

**HashMap:**

* **Data Structure**: A collection of key-value pairs where each key is unique, and values are stored based on a hash of the key.
* **Structure**: It’s an **unordered** structure, using a hash table internally.
* **Operations**:
  + **Access/Lookup**: O(1) on average for retrieving values based on keys.
  + **Insertion/Deletion**: O(1) on average for adding or removing key-value pairs.
* **Use Cases**: Ideal for fast lookups, insertions, and deletions based on a unique key.

**Key Differences:**

* **Linked List**: Sequential, ordered, used for dynamic memory allocation.
* **HashMap**: Key-value pair, unordered, provides fast access to data via unique keys.

**Describe a situation where you dealt with an issue and resolved it:**

**Situation**: While working on a project with frequent deployments, we faced issues with **continuous integration/continuous delivery (CI/CD)** pipeline failures. The build process was taking too long, and we were experiencing delays in delivering code to production, which impacted the team’s efficiency.

**Task**: I was tasked with improving the pipeline performance, identifying the root cause, and resolving it to ensure faster and more reliable deployments.

**Action**:

* I analyzed the CI/CD pipeline and identified that slow tests and redundant build steps were the main bottlenecks.
* I implemented **parallel test execution** and optimized the build scripts to only trigger relevant tests based on the code changes.
* I also introduced **Docker caching** for dependencies, reducing the time it took to rebuild Docker images.
* Finally, I configured **auto-scaling** for our build agents to ensure they could handle increased load during peak times.

**Result**:

* The pipeline’s build time reduced by **60%**, and deployment frequency increased.
* The team was able to deliver code more frequently and reliably, reducing manual intervention and improving the overall deployment speed.

This example demonstrates problem-solving skills specific to DevOps, focusing on optimizing the CI/CD pipeline, automation, and ensuring a faster, more efficient deployment process.

**can you describe a situation where you had a conflict with a manager? how did you handle it?**

**Situation**: In a previous role, I was working on automating a critical deployment pipeline. My manager wanted to take a manual approach to some steps to ensure more control, while I strongly believed that automating them would reduce errors and speed up the process. This difference in approach created some tension, as we had differing views on how the workflow should be optimized.

**Task**: My task was to find a resolution that would address both my manager’s concerns about control and the need for efficiency and automation in the deployment process.

**Action**:

* I first made sure to understand my manager’s concerns fully, especially the need for control over the manual steps and the potential risks of automation.
* I proposed a **compromise**: we could **automate the process**, but with clear **rollback mechanisms** and **approval gates** in place to maintain control. I also offered to set up **logging and monitoring** to ensure that any issues could be caught early.
* I shared examples of similar automation successes in the industry and how it could help the team scale and improve the overall process.
* We agreed on a **pilot project** where we would automate one part of the process and monitor the outcomes.

**Result**:

* The pilot was successful, and after seeing the benefits, my manager agreed to gradually automate more parts of the deployment pipeline.
* We ended up improving deployment times by 40% while maintaining control and reducing manual errors, which helped build trust and improved collaboration.

**what is devops architecture and can you explain it?**

**DevOps architecture** is the design and structure that enables continuous collaboration between development and operations teams to deliver software quickly and reliably.

**Key Components:**

1. **Version Control** (e.g., Git): Manages code changes and collaboration.
2. **Continuous Integration (CI)**: Automatically tests and integrates code changes (e.g., Jenkins).
3. **Continuous Delivery/Deployment (CD)**: Automates code deployment to different environments (e.g., Jenkins, GitLab).
4. **Configuration Management** (e.g., Ansible, Puppet): Ensures consistency across environments.
5. **Containerization** (e.g., Docker, Kubernetes): Packages apps for consistency and scalability.
6. **Monitoring & Logging** (e.g., Prometheus, ELK): Tracks application health and performance.
7. **Infrastructure as Code (IaC)** (e.g., Terraform): Automates infrastructure provisioning.

**Flow:**

* **Code** is committed, tested, built, and automatically deployed using CI/CD pipelines.
* **Infrastructure** is managed with IaC, ensuring consistency.
* **Monitoring** provides feedback for continuous improvement.

**Why Important?:**

DevOps architecture improves **automation**, **collaboration**, and **speed**, leading to faster, more reliable software delivery.

**what issues have you experienced when building terraform modules and how have you resolved them?**

**1. Issue: Dependency Management**

* **Problem**: While building reusable modules, I faced issues with handling **dependencies** between resources in different modules. For example, sometimes modules depended on each other, leading to issues when applying changes.
* **Solution**: I resolved this by using **outputs** and **input variables** to pass values between modules. Additionally, I used **Terraform's depends\_on** attribute to explicitly define resource dependencies and ensure the correct order of resource creation.

**2. Issue: State Management in Multi-Module Projects**

* **Problem**: Managing the **Terraform state** file in a multi-module setup became complex, especially with different team members working on different parts of the infrastructure.
* **Solution**: I adopted **remote state backends** (e.g., **S3 with DynamoDB for locking**) to centralize the state and ensure proper locking. This allowed for better collaboration and prevented state conflicts.

**3. Issue: Code Duplication Across Modules**

* **Problem**: Initially, I ended up with a lot of duplicated code across different modules, which made maintaining the infrastructure harder.
* **Solution**: I refactored common logic into **shared modules** and ensured they were as generic as possible to be reused across environments. This reduced redundancy and simplified the codebase.

**4. Issue: Handling Secrets and Sensitive Data**

* **Problem**: Storing sensitive data (like passwords or API keys) directly in Terraform code or state files posed security risks.
* **Solution**: I used **Terraform’s sensitive = true** flag for variables and leveraged **AWS Secrets Manager** or **HashiCorp Vault** for securely managing and injecting sensitive data into modules.

**Summary:**

In building Terraform modules, I’ve faced challenges with dependency management, state handling, code duplication, and security. I addressed these by using best practices like proper dependency handling, remote state management, refactoring to shared modules, and securing sensitive data with tools like Secrets Manager and Vault.

**How does Jenkins achieve distributed builds and why is it useful**

**🡺**Jenkins achieves distributed builds using a master-slave architecture (now often referred to as controller-agent architecture).

**How Jenkins Achieves Distributed Builds**

1. **Master-Slave Architecture**
   * **Master (Controller):** The master is the main Jenkins server that schedules and manages jobs.
   * **Slaves (Agents):** Slaves are separate machines connected to the master, and they actually run the builds.
2. **How It Works:**
   * When a build is triggered, the master assigns the job to an appropriate slave based on availability or specific labels (like operating system or tools).
   * The slave runs the build and sends the results back to the master.

**Why Distributed Builds Are Useful**

1. **Scalability:** You can add more slaves to handle more builds as your project grows.
2. **Faster Builds:** By using multiple slaves, builds can run **in parallel**, reducing the overall time.
3. **Resource Optimization:** Slaves can be configured with different environments (e.g., OS or hardware), so builds run in the best possible setup.
4. **Fault Tolerance:** If one slave fails, Jenkins can automatically reroute jobs to another available slave, ensuring builds continue without interruption.
5. **Separation of Concerns:** Different slaves can be used for different tasks (e.g., testing, building for different platforms), keeping everything organized.

**Summary:**

Jenkins achieves distributed builds using a **master-slave** setup, where the master controls and schedules jobs, and slaves run the builds. It’s useful because it helps with **scaling**, **faster builds**, **resource optimization**, and **fault tolerance**, making Jenkins efficient for large and complex CI/CD pipelines.

**what is key different b/w freestyle job and pipeline job?**

* **Freestyle Jobs** are quick, simple, and ideal for basic tasks, but as projects grow in complexity,
* **Pipeline Jobs** become more powerful, providing flexibility, scalability, and control over multi-stage processes.

![A screenshot of a computer

AI-generated content may be incorrect.](data:image/png;base64,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)

**How to Set Up Jenkins for High Availability**

🡺To ensure Jenkins is highly available and resilient to failures, we need to design a robust architecture that prevents single points of failure and ensures continuity of operations.

1. **Multiple Jenkins Masters (Active-Passive Setup):**
   * Set up two Jenkins masters. One is active, handling jobs, and the other is passive, ready to take over if the active master fails.
   * Use a **shared file system** (e.g., NFS, AWS EFS) for both masters to ensure they have the same configuration and job data.
2. **Load Balancer:**
   * Place a **load balancer** (like **HAProxy** or **Nginx**) in front of the masters to distribute traffic. If one master fails, the load balancer redirects traffic to the other.
3. **Distributed Build Agents (Slaves):**
   * Use **multiple agents** to distribute build tasks, improving performance and ensuring builds continue even if one agent fails.
4. **Shared Jenkins Home Directory:**
   * Store Jenkins' data on a **shared, replicated storage system** (e.g., cloud storage, NFS) to ensure both masters can access the same data.
5. **Backup and Monitoring:**
   * Regularly **back up Jenkins data** and set up **monitoring** (using tools like **Prometheus** and **Grafana**) to keep track of system health and performance.

**Summary:** To set up Jenkins for high availability, you use multiple masters with a load balancer, distribute jobs to agents, share Jenkins data, and ensure regular backups and monitoring. This setup ensures Jenkins remains available and resilient during failures.

**1. How does Jenkins handle secret management and what are best practices?**

Jenkins uses **Credentials Management** to handle secrets like API tokens, passwords, and SSH keys. Secrets are securely stored in Jenkins' internal credential store and can be used in jobs via environment variables or the **Jenkins Credentials Plugin**.

**Best Practices:**

* Use the **Jenkins Credentials Plugin** for securely storing secrets.
* Never hard-code secrets in pipeline scripts. Always reference stored credentials.
* Limit access to secrets based on user roles and permissions.
* Use tools like **HashiCorp Vault** or **AWS Secrets Manager** for more advanced secret management.

**2. What are different ways to trigger a Jenkins job?**

Jenkins jobs can be triggered in multiple ways:

* **Manually:** By clicking on the "Build Now" button in the Jenkins interface.
* **Source Control (GitHub/GitLab):** Automatically triggered on code changes (e.g., using webhooks).
* **Scheduled:** Using cron-style syntax to schedule regular job runs.
* **Triggering from another job:** Using **"Build other projects"** option to trigger a dependent job.
* **API Call:** Using Jenkins' REST API to trigger builds programmatically.
* **Jenkinsfile:** For pipelines, you can define triggers like pollSCM or webhooks.

**3. How would you implement a rollback mechanism in Jenkins pipeline?**

To implement a rollback mechanism in a Jenkins pipeline:

* Use a **versioning system** (e.g., Git) to tag releases, so you can easily identify which version of the code to rollback to.
* In the Jenkins pipeline, create a step for **rollback** that checks out a previous stable version (using Git checkout command) and deploys that version.
* Maintain **deployment scripts** that can deploy both the current and previous versions to your environment.
* For critical applications, you can use a **canary deployment** or **blue-green deployment** strategy to minimize the risk during rollback.

Example:

stage('Rollback') {

steps {

script {

// Rollback to a specific Git commit or tag

sh 'git checkout stable-tag'

sh 'deploy-scripts/deploy.sh'

}

}

}

**4. What are some common challenges in scaling Jenkins and how do you solve them?**

Common challenges in scaling Jenkins:

* **Performance issues:** Jenkins can slow down when handling large numbers of jobs or concurrent builds.
* **Single point of failure:** If Jenkins is running on a single machine, it can become a bottleneck.
* **Limited resources:** Running many jobs on a single server can exhaust CPU, memory, or disk space.

**Solutions:**

* **Jenkins Master/Agent architecture:** Set up Jenkins agents (slaves) to distribute workloads across multiple machines, ensuring load balancing.
* **Jenkins Cluster:** Use a Jenkins master with multiple agents to scale horizontally.
* **Use cloud-based Jenkins services:** Leverage **Jenkins on Kubernetes** or cloud providers like AWS to scale your build environments automatically.

**5. How does Jenkins integrate with Kubernetes and why is it useful?**

Jenkins can integrate with Kubernetes to dynamically provision Jenkins agents (workers) on demand as pods. This allows Jenkins to scale up and down depending on workload.

**Why it’s useful:**

* **Dynamic Scaling:** Kubernetes can spin up new pods as Jenkins needs more agents, then tear them down after use.
* **Cost-Effective:** You only use resources when needed.
* **Isolation:** Each build gets its own isolated environment, improving security and reliability.

**How it works:**

* Jenkins can use the **Kubernetes plugin** to interact with a Kubernetes cluster and create pods for each build job.
* It also allows Jenkins to run in Kubernetes, providing an easy way to set up Jenkins in a containerized environment.

**6. How do you debug a failing Jenkins pipeline?**

To debug a failing Jenkins pipeline:

* **Review Console Output:** Check the console log to identify what went wrong during the pipeline execution.
* **Use echo or print statements:** Add these in the pipeline code to print out values of variables or identify where the pipeline is failing.
* **Check for Configuration Errors:** Sometimes the problem is related to misconfigured plugins, missing credentials, or incorrect environment variables.
* **Use the Replay Feature:** Jenkins allows you to replay a failed build, so you can modify the pipeline script and rerun the job to troubleshoot.
* **Check System Logs:** Sometimes system-level issues (like disk space or network issues) can cause failures.

**7. What is Blue Ocean in Jenkins and why would you use it?**

**Blue Ocean** is a modern and user-friendly UI for Jenkins. It offers a more intuitive and visually appealing way to interact with Jenkins jobs and pipelines.

**Why use it:**

* **User-Friendly Interface:** Blue Ocean simplifies the Jenkins interface with a clean, modern design.
* **Pipeline Visualization:** It visualizes pipeline stages, making it easier to see job progress, status, and logs.
* **Faster Navigation:** The dashboard makes it easier to navigate through projects and jobs with less clutter.
* **Great for Non-Technical Users:** It's easier for non-technical stakeholders to understand the build and deployment pipeline.

**Difference Between** **count and for\_each in Terraform**

**Terraform count**

* 1. Use count when you need to create a fixed number of identical resources.
  2. Indexed by a number, starting from 0.

**Terraform for\_each:**

* 1. Use for\_each when you need more flexibility and want to create resources based on a map, set, or list with unique keys or values.
  2. Indexed by the key of the map or set.

---------------------------------------------------------------------------------------------------------

**What is the purpose of the terraform taint command?**

* **terraform taint** marks a resource for recreation on the next

terraform apply. It is useful when a resource needs to be replaced due to a manual change or corruption.

* **Example: terraform taint aws\_instance.example**

---------------------------------------------------------------------------------------------------------

**What is the purpose of the terraform workspace command?**

🡺 The terraform workspace command is used to manage multiple workspaces, allowing for different states to be associated with the same configuration. **Example:**

* terraform workspace new dev
* terraform workspace select dev

---------------------------------------------------------------------------------------------------------

**How do you debug Terraform configurations?**

🡺Debugging Terraform configurations can be done using the **TF\_LOG** environment variable to set the log level and the **terraform console** command to interact with the configuration.

🡺Use the “-debug flag” to enable debug logging

* + - terraform apply - debug

**Example:**

* export TF\_LOG=DEBUG
* terraform apply

---------------------------------------------------------------------------------------------------------

**What are lifecycle blocks in Terraform?**

🡺 lifecycle blocks in Terraform are used to customize the lifecycle of a resource, such as creating before destroying, ignoring changes, and preventing deletion.

Example:

**resource "aws\_instance" "example"**

**{**

**ami = "ami-0c55b159cbfafe1f0"**

**instance\_type = "t2.micro"**

**lifecycle**

**{**

**create\_before\_destroy = true**

**}**

**}**

---------------------------------------------------------------------------------------------------------

**Terraform commands:**

* **terraform init**: Initializes the working directory, downloads provider plugins, and sets up the backend.
* **terraform plan**: Creates an execution plan, showing the changes Terraform will make to the infrastructure.
* **terraform apply**: Applies the changes specified in the execution plan to the infrastructure.
* **terraform destroy**: Destroys the infrastructure managed by Terraform, removing all resources.
* **terraform validate**: Validates the configuration files for syntax and internal consistency.
* **terraform refresh**: Updates the state with the latest information from the real infrastructure.
* **terraform output**: Displays the values of output variables defined in the configuration.
* **terraform state**: Manages and inspects the state file, used for advanced state operations.

---------------------------------------------------------------------------------------------------------

**How to Manage Secrets in Terraform**

1.S**ensitive Variables**:

* You can mark variables as **sensitive** in your Terraform configuration. This ensures that their values aren’t displayed in the output or logs.

**Example variable "db\_password"**

**{**

**type = string**

**sensitive = true**

**}**

2.**Secret Management Tools**:

🡺 Instead of hardcoding secrets, you can use tools like **AWS Secrets Manager**, **HashiCorp Vault**, or **Azure Key Vault** to securely store and retrieve secrets.

**Example:** Using **AWS Secrets Manager** to store a secret:

**resource "aws\_secretsmanager\_secret" "example" {**

**name = "my\_secret"**

**secret\_string = "my\_secret\_value"**

**}**

**3.Environment Variables**:

🡺You can set secrets via **environment variables** (e.g., TF\_VAR\_\*) instead of placing them in .tf files.

**Example:**

**export TF\_VAR\_db\_password="my\_secret\_password"**

**4.Remote Backends**: Store the Terraform state file remotely (e.g., in **AWS S3** or **Terraform Cloud**) with encryption enabled to prevent secrets from being exposed in the state file.

Example:

**terraform {**

**backend "s3" {**

**encrypt = true # Enables encryption**

**}**

**}**

---------------------------------------------------------------------------------------------------------

**Why are using Provider Aliases**

🡺If you need to interact with multiple accounts or regions within the same provider, you can use **provider aliases**. For example, you may want to manage resources in multiple AWS regions.

--------------------------------------------------------------------------------------------------------

**Terraform State:**

**Terraform State** is a file where Terraform stores information about the infrastructure it manages. It represents the current state of your infrastructure and helps Terraform track which resources are already created, updated, or deleted.

--------------------------------------------------------------------------------------------------------

**What are Terraform Modules?**

A **Terraform module** is a way to group and organize resources that are used together. It allows you to package infrastructure code into reusable units, making it easier to maintain, share, and manage across different projects or environments.

**Key Points:**

* **Encapsulation**: Modules bundle multiple resources into one unit.
* **Reusability**: They can be reused across different environments and projects.
* **Maintainability**: They help organize code and simplify updates.

**Example**: You can create a module for a VPC with subnets and security groups and then reuse it in multiple projects.

**Defining a Module**

* + - 1**. main.tf:** Defines the resources managed by the module.
    - **2. variables.tf:** Defines the input variables the module accepts.
    - 3**. outputs.tf:** Defines the outputs the module provides to the calling configuration.

---------------------------------------------------------------------------------------------------------

**What is Terratest in terraform?**

* + - Terratest is a popular Go-based framework for writing automated tests for Terraform code.
    - It allows you to write tests that automate the execution of Terraform configurations, deploy infrastructure, and verify that it works as expected.
    - It’s especially useful for integration and acceptance testing.

--------------------------------------------------------------------------------------------------------- **What to Do if Terraform State File (tfstate) is Lost? With and without backup?**

**With Backup:**

* **Restore from S3 or Versioned Backup**: If you're using a remote backend like S3 with versioning enabled, simply restore the latest version of the tfstate file.
  + After restoring, run terraform plan to ensure the state and infrastructure are in sync.

**Without Backup:**

* **Use terraform import**: If you don’t have a backup, you can manually import each resource into Terraform using the terraform import command.

**Example:**

* + - **terraform import aws\_instance.example i-12345678**
  + This brings the existing resources back into the Terraform state file, allowing you to manage them again.

**Summary:**

* **With Backup**: Restore from the backup and run terraform plan.
* **Without Backup**: Use terraform import to bring resources back into the state.

**What is different terraform import and terraform Refresh**

| **Feature** | **terraform import** | **terraform refresh** |
| --- | --- | --- |
| **Purpose** | Imports an existing resource into Terraform state. | Updates the Terraform state to reflect the actual infrastructure state. |
| **Use Case** | When you want Terraform to manage a resource not originally created by it. | When the infrastructure has changed outside Terraform, and you need to sync the state. |
| **Action on Resources** | Adds the resource to the state without modifying the actual resource. | No change to the actual resource; updates the state file. |
| **Command Example** | terraform import aws\_instance.example i-12345678 | terraform refresh |

**What is Load Average in Linux?**

**🡺Load Average** is a system performance metric that shows the average number of processes waiting for CPU time over a specific period.

🡺 It is typically displayed as three values: the **1-minute**, **5-minute**, and **15-minute** averages.

🡺 You can see the Load Average using commands like uptime, top, or cat /proc/loadavg.

🡺 A value greater than the number of CPU cores indicates potential overload, while a lower value shows underutilization

---------------------------------------------------------------------------------------------------------

**What is Weighted Routing?**

**Weighted routing** is a technique used in **DNS (Domain Name System)** or **load balancing** to control how traffic is distributed across multiple servers or resources. It allows you to assign different weights to each resource, determining the proportion of traffic each one will handle.

---------------------------------------------------------------------------------------------------------

**can you pls write yaml file to create a Pod with a container that uses the nginx image**

**apiVersion: v1**

**kind: Pod**

**metadata:**

**name: nginx-pod**

**spec:**

**containers:**

**- name: nginx-container**

**image: nginx:latest**

**ports:**

**- containerPort: 80**

**Explanation:**

* **apiVersion**: Specifies the API version (v1 in this case).
* **kind**: Defines the type of object being created, which is a Pod.
* **metadata**: Contains metadata about the Pod, such as its name (nginx-pod).
* **spec**: Defines the specification of the Pod.
  + **containers**: Lists the containers within the Pod.
    - **name**: Name of the container (nginx-container).
    - **image**: The container image to use (nginx:latest).
    - **ports**: Defines which port to expose (in this case, 80).

**How to Apply:**

1. Save the YAML to a file (e.g., nginx-pod.yaml).
2. Run the following command to create the Pod in your Kubernetes cluster:
   * + **kubectl apply -f nginx-pod.yaml**

This YAML will create a Pod with a container running the nginx image, accessible on port 80.

---------------------------------------------------------------------------------------------------

**What are Liveness and Readiness Probes in Kubernetes?**

In Kubernetes, **Liveness** and **Readiness probes** are used to monitor the health of containers running inside a Pod. They help Kubernetes know when to restart a container and when to route traffic to it.

**1. Liveness Probe:**

**Liveness Probe** is used to determine if a container is **still running** and healthy. If the liveness probe fails, Kubernetes will assume the container is in a bad state and will restart it automatically.

**2. Readiness Probe:**

**Readiness Probe** is used to determine if a container is **ready to accept traffic**. When the readiness probe fails, Kubernetes stops sending traffic to the container but doesn’t restart it.

**Summary:**

| **Probe** | **Purpose** | **Action on Failure** |
| --- | --- | --- |
| **Liveness Probe** | Checks if the container is **still alive** and healthy. | Restart the container if the probe fails. |
| **Readiness Probe** | Checks if the container is **ready to serve traffic**. | Stop routing traffic to the container if the probe fails. |

**Why They Matter:**

* **Liveness** ensures that faulty containers are automatically restarted.
* **Readiness** ensures that traffic is only sent to containers that are ready, improving service availability and preventing errors.

--------------------------------------------------------------------------------------------------------

**write shell script backfile with local system**

**#!/bin/bash**

**# Define source and backup directories**

**SOURCE\_DIR="/path/to/source"**

**BACKUP\_DIR="/path/to/backup"**

**DATE=$(date +"%Y%m%d\_%H%M%S")**

**# Create backup (tar.gz) and check if successful**

**tar -czf $BACKUP\_DIR/backup\_$DATE.tar.gz $SOURCE\_DIR && echo "Backup successful!" || echo "Backup failed!"**

**Explanation:**

1. **SOURCE\_DIR**: Path to the source directory you want to back up.
2. **BACKUP\_DIR**: Path to where the backup will be saved.
3. **DATE**: Uses the current date and time for unique backup names.
4. **tar -czf**: Compresses the source directory into a .tar.gz file and saves it in the backup directory.
5. **&& and ||**: Checks if the tar command was successful and prints the corresponding message.

---------------------------------------------------------------------------------------------------------

**Write a Shell Script Check if a File Exists?**

**#!/bin/bash**

**# Define the file path**

**FILE="/path/to/your/file.txt"**

**# Check if the file exists**

**if [ -f "$FILE" ]; then**

**echo "File exists."**

**else**

**echo "File does not exist."**

**fi**

**Explanation:**

* **FILE="/path/to/your/file.txt":** Specify the path of the file you want to check.
* **[ -f "$FILE" ]:** Checks if the file exists and is a regular file.
* If the file exists, the script prints "File exists." Otherwise, it prints "File does not exist."

---------------------------------------------------------------------------------------------------------

**What is Ingress in Kubernetes?**

**Ingress** in Kubernetes is an API object that manages external access to services within a cluster. It provides HTTP and HTTPS routing, allowing you to define how external traffic should be routed to your services based on hostnames, URLs, or other routing rules. Ingress helps expose your services to the outside world, enabling traffic management like load balancing, SSL termination, and path-based routing.

---------------------------------------------------------------------------------------------------------

**What is Helm chat and few commands**

**Helm** is a package manager for Kubernetes, used to define, install, and manage Kubernetes applications. It helps simplify the deployment and management of applications on Kubernetes by using **charts**, which are packages that contain pre-configured Kubernetes resources like Pods, Services, Deployments, ConfigMaps, and more.

**Why Use Helm?**

* **Simplifies Kubernetes Management**: Helm makes it easier to deploy and manage applications on Kubernetes by handling complex configurations.
* **Reusability**: Helm charts can be reused across different environments, which improves consistency and reduces errors.
* **Versioning**: Helm supports versioned releases, so you can easily roll back to a previous version if something goes wrong.

**Helm commands:**

1. **Install a chart**:
   * + **helm install <release\_name> <chart\_name>**
2. **List all installed releases**: 🡺 **helm list**
3. **Upgrade a release**:
   * + **helm upgrade <release\_name> <chart\_name>**
4. **Rollback a release**:
   * + **helm rollback <release\_name> <revision\_number>**
5. **Uninstall a release**:
   * + **helm uninstall <release\_name>**
6. **Search for a chart**:
   * + **helm search repo <chart\_name>**
7. **Show chart details or values**:
   * + **helm show values <chart\_name>**
8. **Render Kubernetes manifests locally**:
   * + **xhelm template <release\_name> <chart\_name>**

**What is Git Stash?**

Git Stash is a feature in Git that allows you to **temporarily save your changes without committing them**. This is useful when you need to switch branches or work on something else without losing your current progress.

---------------------------------------------------------------------------------------------------------

**What is Git Fetch?**

**Git Fetch** is a command that retrieves the latest changes from a remote repository without merging them into your local branch. It updates your local repository with new commits, branches, or tags from the remote, but does not modify your working directory. You can review the changes before deciding to integrate them into your current branch.

---------------------------------------------------------------------------------------------------------

**What is Git Cherry-Pick?**

**Git Cherry-Pick** is a command that allows you to apply a specific commit from one branch to another. Unlike merging or rebasing, cherry-picking only applies the changes introduced by a single commit, rather than integrating all the commits from a branch. This is useful when you want to apply certain changes or bug fixes from one branch to another without merging the entire branch.

--------------------------------------------------------------------------------------------------------

**Write a Jenkins pipeline with java based**

**pipeline {**

**agent any**

**environment {**

**// Define environment variables here**

**MY\_ENV = 'production'**

**}**

**stages {**

**stage('Checkout') {**

**steps {**

**// Checkout the code from version control (e.g., Git)**

**git 'https://github.com/your-repository/your-project.git'**

**}**

**}**

**stage('Build') {**

**steps {**

**// Build your project (e.g., using Maven or Gradle)**

**sh 'mvn clean install'**

**}**

**}**

**stage('Test') {**

**steps {**

**// Run tests on your project**

**sh 'mvn test'**

**}**

**}**

**stage('Deploy') {**

**steps {**

**// Deploy the application (e.g., to a staging or production server)**

**sh 'scp target/your-app.jar user@server:/path/to/deploy'**

**}**

**}**

**stage('Clean Up') {**

**steps {**

**// Clean up or perform any final actions**

**echo 'Cleaning up...'**

**}**

**}**

**}**

**Explanation:**

* **agent any**: This tells Jenkins to run the pipeline on any available agent.
* **environment**: Defines environment variables for use in the pipeline.
* **stages**: Contains the sequence of steps in the pipeline.
  + **Checkout**: Retrieves the latest code from the repository.
  + **Build**: Builds the project using a build tool like Maven.
  + **Test**: Runs the tests.
  + **Deploy**: Deploys the application to a server.
  + **Clean Up**: Final cleanup actions.
* **post**: Defines actions to take after the pipeline completes, such as notifications.

**What is a Shared Library in Jenkins?**

A **Shared Library** in Jenkins is a way to store reusable pipeline code in one place. It allows you to define common steps, functions, and logic that can be used across multiple Jenkins pipelines. This helps in maintaining consistency and reducing redundancy in your Jenkins configurations.

---------------------------------------------------------------------------------------------------------**how do you stop the multiple containers?**

To stop multiple containers in Docker.

**Command to Stop Multiple Containers:**

* + - **docker stop $(docker ps -q)**

**Explanation:**

* **docker ps -q:** This lists the container IDs of all running containers.
* **docker stop**: This command stops the containers. The $(...) syntax takes the list of container IDs from docker ps -q and passes them to the docker stop command, stopping all running containers.

**What is a Docker Compose File?**

A **Docker Compose file** is a configuration file used to define and manage multi-container Docker applications. It allows you to configure all the services, networks, and volumes for your application in a single file, making it easier to deploy and manage containers that work together.

**How do u delete the multiple images**

To delete multiple Docker images, you can use the following command:

**Command to Delete Multiple Docker Images:**

* + - **docker rmi $(docker images -q)**

**Explanation:**

* **docker images -q:** This command lists the image IDs of all Docker images on your system.
* **docker rmi:** This command removes the specified images.
* **$(...):** This syntax passes the list of image IDs to the docker rmi command, allowing you to delete all images at once.

**What is Pod Lifecycle in Kubernetes?**

The **Pod Lifecycle** in Kubernetes refers to the stages a Pod goes through from its creation to its termination. Each Pod in Kubernetes goes through various states as it transitions from being scheduled to running, and eventually to being terminated.

**Key Stages of Pod Lifecycle:**

1. **Pending**: The Pod has been created but is not yet running. It is waiting to be scheduled on a node.
2. **Running**: The Pod has been scheduled on a node, and its containers are being executed.
3. **Succeeded**: The Pod has completed successfully, and all its containers have stopped running without errors.
4. **Failed**: One or more containers in the Pod have terminated with errors.
5. **Unknown**: The state of the Pod could not be determined.

**Here are some common scenario-based questions that are often asking:**

**1. Scenario: CI/CD Pipeline Implementation**

**Question:**  
Your team is tasked with setting up a new Continuous Integration and Continuous Deployment (CI/CD) pipeline for a microservices-based application. The application needs to be built, tested, and deployed across different environments (dev, staging, production). How would you approach setting up the pipeline?

**Key Points to Address:**

* Selecting a CI/CD tool like Jenkins, GitLab CI, CircleCI, or GitHub Actions.
* Integrating automated build and test stages, including unit testing, integration testing, and security scanning.
* Implementing deployment steps using tools like Ansible, Terraform, or Kubernetes.
* Setting up environment-specific configurations for dev, staging, and production.
* Adding rollback mechanisms for failed deployments.
* Ensuring the pipeline is version-controlled and monitored.

**2. Scenario: Handling Scaling in Cloud**

**Question:**  
Your application is hosted on AWS, and during peak traffic times, it experiences slow response times due to resource limitations. How would you handle the scaling of the application to ensure it performs well during peak periods?

**Key Points to Address:**

* Use **Auto Scaling** groups to automatically adjust EC2 instances based on traffic load.
* Set up **Elastic Load Balancing** (ELB) to distribute traffic evenly across instances.
* Leverage **CloudWatch** to monitor resource utilization and set up alarms.
* Implement containerization with **Docker** and orchestrate with **Kubernetes** for better scalability.
* Optimize the database layer (e.g., use **Amazon RDS** with read replicas or **DynamoDB** for NoSQL scalability).
* Consider using **AWS Lambda** for serverless functions if suitable.

**3. Scenario: Infrastructure Automation**

**Question:**  
You need to provision and manage infrastructure for a web application that must be consistent across different environments. The infrastructure needs to be version-controlled and automated. What approach would you take to achieve this?

**Key Points to Address:**

* Use **Infrastructure as Code (IaC)** tools like **Terraform**, **AWS CloudFormation**, or **Ansible** to provision resources.
* Store all infrastructure code in a Git repository for version control.
* Ensure environment-specific configurations are handled through variables or separate configuration files.
* Use CI/CD pipelines to automatically deploy infrastructure updates.
* Implement **Blue-Green Deployment** or **Canary Releases** for safe rollouts.
* Ensure infrastructure is monitored using tools like **Prometheus** or **CloudWatch**.

**4. Scenario: Incident Response and Troubleshooting**

**Question:**  
You receive an alert that the production environment is down. How would you troubleshoot and resolve the issue as quickly as possible, ensuring minimal downtime?

**Key Points to Address:**

* Review **monitoring and logging** tools (e.g., **Prometheus**, **Grafana**, **Datadog**, **ELK Stack**) to identify the root cause.
* Check **application logs** to look for error messages or abnormal behavior.
* Inspect the **infrastructure** for issues such as resource exhaustion, network problems, or server failures.
* If necessary, use **auto-scaling** to bring up additional resources.
* Follow standard **incident response procedures**, including notifying stakeholders and documenting the resolution.
* If the issue cannot be fixed immediately, consider rolling back to the last known good configuration or previous version of the application.

**5. Scenario: Security in DevOps Pipeline**

**Question:**  
You are working in a regulated industry, and security is a top priority. How would you integrate security practices (DevSecOps) into your CI/CD pipeline to ensure that code, infrastructure, and deployments are secure and comply with regulations?

**Key Points to Address:**

* **Shift-Left Security:** Integrate security into every stage of the development pipeline, starting from the planning phase.
* Use **Static Application Security Testing (SAST)** tools (e.g., **SonarQube**, **Checkmarx**) to scan code for vulnerabilities before deployment.
* Use **Dynamic Application Security Testing (DAST)** tools (e.g., **OWASP ZAP**, **Burp Suite**) to identify runtime vulnerabilities.
* **Container Security:** Use tools like **Clair**, **Anchore**, or **Trivy** to scan Docker images for known vulnerabilities.
* Implement **dependency scanning** (e.g., **Snyk**, **Dependabot**) to check for vulnerable third-party libraries or packages.
* Use **Infrastructure as Code (IaC) Security** tools like **Checkov** to ensure infrastructure follows security best practices.
* Set up **audit trails** and **compliance checks** to ensure all actions and deployments meet regulatory standards.

**6. Scenario: Deployment Failures and Rollback**

**Question:**  
During a deployment, the application starts experiencing errors, and the deployment fails. How would you handle the rollback process, and what measures would you take to prevent such issues in the future?

**Key Points to Address:**

* Implement **Canary Releases** or **Blue-Green Deployment** strategies to minimize impact when things go wrong.
* Use **feature toggles** to control the rollout of new features and quickly disable them if necessary.
* Set up automated **rollback mechanisms** (e.g., through scripts or CI/CD tools) to revert to the previous stable version.
* Analyze the **deployment logs** and **error messages** to understand the failure.
* Post-incident, conduct a **root cause analysis** and update the pipeline or processes to prevent the same issue from happening again (e.g., better testing or validation steps in the pipeline).
* Implement more robust **monitoring** and **alerting** to catch issues early during future deployments.

**7. Scenario: Monitoring and Observability**

**Question:**  
You are responsible for ensuring the health of the production environment. How would you set up a monitoring and observability strategy to ensure quick identification and resolution of performance issues?

**Key Points to Address:**

* Use monitoring tools like **Prometheus**, **Grafana**, **Datadog**, or **New Relic** to track application performance metrics (e.g., CPU usage, memory usage, response time, error rates).
* Set up **alerting** systems to notify teams of anomalies, such as high CPU usage, increased error rates, or response time degradation.
* Implement **distributed tracing** with tools like **Jaeger** or **Zipkin** to track requests across microservices and identify performance bottlenecks.
* Use **log aggregation tools** like **ELK Stack** or **Splunk** to collect, store, and analyze logs.
* Set up **synthetic monitoring** to test key application paths and services proactively.
* Establish **service-level indicators (SLIs)**, **service-level objectives (SLOs)**, and **service-level agreements (SLAs)** to measure and maintain acceptable performance levels.

**8. Scenario: Database Migration in a Continuous Delivery Environment**

**Question:**  
You need to perform a database schema change in a live environment without causing downtime. How would you approach this task, especially in a Continuous Delivery environment?

**Key Points to Address:**

* **Database Version Control:** Use tools like **Liquibase** or **Flyway** to manage database migrations in a version-controlled manner.
* **Non-Destructive Changes:** Implement changes that are backward compatible (e.g., adding columns rather than modifying or deleting them) to ensure the application continues to work while the migration occurs.
* Use **Blue-Green Deployment** or **Canary Releases** to deploy new versions of the application with the new schema, then gradually move traffic over.
* Test migrations thoroughly in lower environments (e.g., staging) before applying them to production.
* Plan for a rollback strategy in case the migration fails, including maintaining a copy of the old schema or creating a script for undoing the changes.
* Consider **database sharding** or **multi-versioning** strategies if dealing with very large-scale databases.

.

For a DevOps engineer with 4+ years of experience, the questions will typically be more complex, focusing on advanced concepts, problem-solving, and your ability to work in real-world, high-pressure environments. Here are some scenario-based questions that you might encounter in interviews at this level:

**1. Scenario: Scaling Infrastructure During Traffic Spikes**

**Question:**  
Your application has been experiencing traffic spikes, particularly during specific hours, causing performance degradation and occasional downtime. You’re working with AWS as your cloud provider. What steps would you take to ensure that the infrastructure scales automatically and efficiently, maintaining high availability without unnecessary cost?

**Key Points to Address:**

* **Auto Scaling:** Configure **Auto Scaling Groups** for EC2 instances, adjusting the number of instances based on real-time traffic and load.
* **Elastic Load Balancing (ELB):** Use ELB to distribute traffic across instances and ensure even load distribution.
* **Cost Efficiency:** Set up **AWS Lambda** for event-driven scaling, enabling serverless computing for short tasks that can handle high bursts of traffic.
* **Database Scaling:** Implement **Amazon RDS** with **read replicas** or consider **Amazon Aurora** for automatic scaling, or use a NoSQL database like **DynamoDB** for highly scalable storage.
* **CloudWatch Monitoring:** Set up **CloudWatch Alarms** to monitor resource utilization and scale based on specific metrics like CPU utilization or network traffic.
* **Containerization:** If using containers, orchestrate them with **Kubernetes** or **Amazon ECS** to handle dynamic scaling of microservices.

**2. Scenario: Blue-Green Deployment with Zero Downtime**

**Question:**  
You need to deploy a new version of the application with zero downtime, using a **Blue-Green deployment strategy**. Walk me through the steps you would take to achieve this and handle potential issues that could arise during the deployment process.

**Key Points to Address:**

* **Preparation:** Set up two environments, **Blue** (current production) and **Green** (staging environment for the new release), ensuring both are identical in terms of infrastructure.
* **Deployment Process:**
  + Deploy the new application version to the **Green** environment.
  + Test the application in the **Green** environment to ensure functionality, including running automated tests and performing manual checks.
* **Switch Traffic:** Once validated, update the load balancer or DNS settings to direct traffic from **Blue** to **Green**. If using Kubernetes, you can update the deployment and service configuration.
* **Rollback Strategy:** Prepare for a rollback by keeping the **Blue** environment intact. If issues arise, you can simply redirect traffic back to **Blue**.
* **Monitoring:** Continuously monitor both environments for errors or performance issues. Use tools like **Prometheus**, **Grafana**, and **CloudWatch** to ensure the deployment is smooth.
* **Canary Testing:** Optionally, start with a small percentage of traffic directed to the **Green** environment before fully switching to ensure that the new version is stable.

**3. Scenario: Database Schema Migration in Production**

**Question:**  
You need to perform a database schema migration in a live production environment that cannot afford downtime. Describe your approach to implementing this migration with minimal risk, especially in a microservices architecture.

**Key Points to Address:**

* **Backward Compatibility:** Ensure that the schema changes are backward-compatible. For example, adding new columns, creating new tables, or renaming columns without breaking existing queries.
* **Feature Flags:** Use **feature flags** to toggle between old and new database schemas in the application without deploying the changes immediately. This allows a phased approach to migration.
* **Rolling Migrations:** Implement **rolling database migrations**, where changes are applied incrementally across different database instances, avoiding a single point of failure.
* **Versioned Migrations:** Use **Flyway** or **Liquibase** to version control your database schema changes, ensuring each migration step is tracked and auditable.
* **Blue-Green or Canary Deployments:** Deploy the application with the new database schema using a Blue-Green or Canary deployment, allowing the database schema changes to be tested in production before full rollout.
* **Testing and Rollback:** Test the migration in a staging environment that mirrors production as closely as possible. Plan and automate rollback steps if the migration fails.

**4. Scenario: Troubleshooting a Production Outage**

**Question:**  
You are notified of a production outage. The application is unresponsive, and customers are experiencing service degradation. What are the key steps you would take to investigate and resolve the issue in the shortest time possible?

**Key Points to Address:**

* **Initial Assessment:** Check the alerting and monitoring system (e.g., **Datadog**, **Prometheus**, **CloudWatch**) for details about the outage, such as CPU usage, memory, network traffic, and application logs.
* **Log Analysis:** Investigate logs from the **ELK Stack**, **Splunk**, or **CloudWatch Logs** to pinpoint error messages or abnormal behavior.
* **Check Resource Utilization:** Analyze the resource consumption of affected services (e.g., database CPU, EC2 instance memory) to identify bottlenecks or resource exhaustion.
* **Identify Dependency Failures:** In a microservices architecture, check whether dependent services (e.g., databases, caching systems) are experiencing issues that are causing cascading failures.
* **Scaling Issues:** Verify if **auto-scaling** has triggered and ensure that additional resources are being provisioned correctly. If not, manually scale the infrastructure while continuing the investigation.
* **Rollback/Failover:** If you cannot quickly resolve the issue, consider rolling back to the previous stable release or initiating failover mechanisms (e.g., database failover, switching to a standby system).
* **Root Cause Analysis:** Once the outage is resolved, conduct a thorough **root cause analysis** to prevent similar issues in the future. Implement preventive measures or improvements based on findings.

**5. Scenario: Security and Compliance in DevOps**

**Question:**  
You are working in an environment that requires strict compliance with security standards (e.g., PCI-DSS, HIPAA). How would you ensure that security is integrated into the DevOps pipeline without slowing down the development process?

**Key Points to Address:**

* **DevSecOps:** Implement **DevSecOps** practices by integrating security checks early in the CI/CD pipeline (i.e., “shift-left” security).
* **Static and Dynamic Security Testing:** Use **Static Application Security Testing (SAST)** tools (e.g., **SonarQube**, **Checkmarx**) to scan code for vulnerabilities during development and **Dynamic Application Security Testing (DAST)** tools (e.g., **OWASP ZAP**, **Burp Suite**) to scan the deployed application for runtime vulnerabilities.
* **Container Security:** If using containers, scan container images with tools like **Anchore**, **Clair**, or **Trivy** to ensure they are free from known vulnerabilities.
* **Infrastructure as Code (IaC) Security:** Use tools like **Checkov**, **tfsec**, or **KICS** to scan **Terraform** or **CloudFormation** templates for security misconfigurations.
* **Compliance as Code:** Implement compliance as code by automating security policies and controls. Use tools like **Chef InSpec**, **Open Policy Agent (OPA)**, or **AWS Config** to enforce security standards.
* **Security Monitoring and Auditing:** Set up continuous security monitoring using tools like **Datadog**, **Splunk**, or **Prometheus** to detect security anomalies. Ensure that all actions are logged and auditable to meet compliance requirements.
* **Automation of Patching and Updates:** Automate the patching process for servers, applications, and container images to ensure that known vulnerabilities are remediated as soon as patches are available.

**6. Scenario: Working with Microservices and Service Discovery**

**Question:**  
You are working on a system based on microservices, and services need to discover and communicate with each other dynamically. What strategy would you use to implement service discovery, and what tools would you leverage in the DevOps pipeline?

**Key Points to Address:**

* **Service Discovery:** Implement **service discovery** using a tool like **Consul**, **Eureka**, or **Kubernetes DNS** (for Kubernetes-based deployments). This ensures that services can dynamically register and find each other without hardcoding service locations.
* **API Gateway:** Use an **API Gateway** like **Kong**, **NGINX**, or **Ambassador** to route traffic between services, enabling dynamic service discovery and load balancing.
* **Configuration Management:** Use **ConfigMaps** and **Secrets** in Kubernetes to manage service configurations securely and consistently.
* **Circuit Breakers and Retries:** Implement **circuit breakers** and **retry logic** to gracefully handle communication failures between microservices, using libraries like **Hystrix** or **Resilience4j**.
* **Observability:** Set up distributed tracing with tools like **Jaeger**, **Zipkin**, or **OpenTelemetry** to trace requests across services and diagnose issues efficiently.

Certainly! Here are a few more advanced scenario-based questions that might be asked in DevOps interviews for someone with 4+ years of experience:

**1. Scenario: Automated Rollbacks in CI/CD Pipeline**

**Question:**  
During a deployment to production, an issue was detected with the new release, causing the application to fail. How would you implement an automated rollback in your CI/CD pipeline to minimize downtime and prevent manual intervention?

**Key Points to Address:**

* **Automated Rollback:** Integrate an automated rollback process within the pipeline using **Jenkins**, **GitLab CI**, or similar tools, where the rollback happens as part of the deployment failure process.
* **Canary or Blue-Green Deployment:** Use a **Blue-Green Deployment** or **Canary Releases** to ensure that the new version is deployed to a small subset of users first, minimizing impact if there is a failure.
* **Version Control:** Ensure each deployment version is tagged in version control so that rolling back to a previous version is straightforward.
* **Health Checks:** Integrate health checks during deployment to automatically trigger a rollback if key performance indicators (KPIs) like response time or error rates exceed predefined thresholds.
* **Deployment Scripts:** Use tools like **Ansible** or **Terraform** for infrastructure provisioning, which can include rollback scripts to restore previous configurations in case of failure.

**2. Scenario: Managing Multiple Environments in a Multi-Cloud Setup**

**Question:**  
Your organization is using a multi-cloud strategy (AWS, Azure, GCP) for different workloads. How would you manage infrastructure and deployments across these multiple cloud providers to ensure consistency and avoid vendor lock-in?

**Key Points to Address:**

* **Infrastructure as Code (IaC):** Use **Terraform** as a multi-cloud IaC tool to provision and manage resources across AWS, Azure, and GCP. With Terraform, you can define infrastructure consistently across clouds.
* **Abstraction Layers:** Use **Kubernetes** as an abstraction layer for deploying applications in a multi-cloud environment. This allows you to deploy workloads across different cloud providers and ensures consistency.
* **Cloud-Agnostic Tools:** Leverage **Helm** charts to manage Kubernetes deployments or other cloud-agnostic tools like **Docker** and **Ansible** for consistent environments.
* **CI/CD Pipelines:** Configure your **CI/CD pipeline** with cloud-specific deployment steps for each provider. Tools like **GitLab CI**, **Jenkins**, or **CircleCI** support multi-cloud deployments by integrating with each cloud’s API.
* **Unified Monitoring and Logging:** Implement centralized monitoring using tools like **Datadog**, **Prometheus**, or **ELK Stack**, which can aggregate logs and metrics from multiple clouds into a single pane of glass for easier management.

**3. Scenario: Kubernetes Cluster Performance Tuning**

**Question:**  
You are managing a Kubernetes cluster with numerous services running in production. The performance of the cluster has been deteriorating over time, with sporadic outages and slow response times. How would you go about troubleshooting and optimizing the cluster's performance?

**Key Points to Address:**

* **Resource Allocation:** Start by reviewing **CPU** and **memory** resource allocation for pods using **kubectl top** or tools like **Prometheus** and **Grafana** to identify if any services are resource-starved or over-provisioned.
* **Pod Distribution and Affinity:** Analyze pod distribution across nodes and use **Pod Affinity/Anti-Affinity** to ensure that critical services are spread across different nodes to avoid single points of failure.
* **Horizontal Pod Autoscaling (HPA):** Implement or tune **Horizontal Pod Autoscalers** to scale the number of pods dynamically based on CPU or memory usage to prevent overload.
* **Cluster Autoscaling:** Enable **Cluster Autoscaler** to automatically scale the number of nodes in the cluster based on resource usage and demand.
* **Network Latency:** Use **Kubernetes network policies** to isolate high-traffic services or set up **Network Observability** using tools like **Weave Net** or **Calico** to check for bottlenecks.
* **Logs and Metrics:** Use **Kubernetes dashboards**, **Prometheus**, and **Grafana** for visibility into cluster health, pod performance, and network activity.
* **Storage Performance:** If storage is a bottleneck, consider implementing faster persistent storage options, such as **EBS SSDs** on AWS or **Premium Disks** in Azure, and ensure that **StatefulSets** are configured properly.

**4. Scenario: Migrating Legacy Application to Kubernetes**

**Question:**  
You are tasked with migrating a monolithic, legacy application to Kubernetes. What are the challenges you might face during this migration, and how would you address them?

**Key Points to Address:**

* **Breaking the Monolith:** Begin by decomposing the application into smaller, more manageable microservices. This may involve refactoring parts of the application to become stateless, event-driven, or decoupled from the monolith.
* **Stateful Application Migration:** If the legacy application is stateful (e.g., using a relational database), create **StatefulSets** in Kubernetes to manage the application while handling persistent storage correctly (using **Persistent Volumes** and **StorageClasses**).
* **Infrastructure Compatibility:** Ensure that the underlying infrastructure is compatible with Kubernetes, including networking (e.g., using **CNI** plugins) and storage configurations.
* **Service Discovery and Communication:** Leverage **Kubernetes Services** for service discovery and communication between microservices.
* **CI/CD Pipeline:** Set up a **CI/CD pipeline** for the migrated application, using tools like **Jenkins** or **GitLab** to automate the build, testing, and deployment process into Kubernetes.
* **Monitor and Troubleshoot:** Implement monitoring and logging using **Prometheus**, **Grafana**, and **ELK Stack** to keep track of performance and troubleshoot issues post-migration.
* **Training and Knowledge Transfer:** Provide training for the team on Kubernetes-specific best practices for managing deployments, networking, and scaling in the Kubernetes environment.

**5. Scenario: Handling Application Downtime Due to Deployment**

**Question:**  
A deployment in your production environment has caused the application to become unresponsive. What steps would you take to mitigate the impact, identify the issue, and restore the service?

**Key Points to Address:**

* **Immediate Action:** If the issue is critical, roll back the deployment immediately using **Jenkins**, **GitLab CI**, or a similar tool, ensuring that the previous working version is restored.
* **Canary Deployments:** If the deployment was done using **Canary Releases**, revert traffic to the stable version and further isolate the issue in the canary release.
* **Health Checks and Monitoring:** Use application **health checks** to automatically detect unresponsive services and trigger a rollback. Review logs from tools like **ELK Stack** or **CloudWatch Logs** to identify error messages or issues with the application.
* **Investigate the Root Cause:** Examine the deployment logs to look for problems such as dependency failures, configuration issues, or infrastructure misconfigurations.
* **Scaling and Resource Management:** Check whether the issue was caused by resource constraints (CPU, memory, disk I/O) and scale resources as needed. Tools like **Prometheus** and **Grafana** can be helpful for monitoring.
* **Long-Term Fixes:** After addressing the immediate issue, perform a **root cause analysis** to understand the failure. This may involve improving testing, adding more robust deployment strategies (e.g., Blue-Green or Canary), and enhancing monitoring and alerting.

**6. Scenario: Implementing Cost Optimization Strategies**

**Question:**  
Your cloud infrastructure costs are higher than expected, and you’ve been asked to optimize cloud spending. How would you approach this challenge, especially in a large-scale production environment?

**Key Points to Address:**

* **Right-Sizing:** Review resource utilization metrics and right-size instances. Identify over-provisioned instances or underutilized resources (using tools like **AWS Cost Explorer** or **Azure Cost Management**).
* **Auto-Scaling:** Implement or fine-tune **auto-scaling** for both compute resources (EC2, Kubernetes clusters) and databases (e.g., **RDS Auto Scaling**), ensuring resources are scaled based on demand.
* **Reserved Instances or Spot Instances:** Move to **reserved instances** for predictable workloads and consider **spot instances** for non-critical tasks to take advantage of lower-cost compute resources.
* **Storage Optimization:** Evaluate storage options and reduce costs by using more cost-effective storage solutions (e.g., **S3 Glacier** for archival data or moving to **Azure Blob Storage** with lifecycle management policies).
* **Containerization:** Migrate workloads to **Kubernetes** or **Docker** to take advantage of better resource utilization and orchestration, reducing idle resources.
* **Centralized Monitoring:** Set up centralized cost monitoring with cloud-native tools like **AWS Trusted Advisor** or **GCP’s Recommender** to identify opportunities for cost savings.
* **Tagging and Cost Allocation:** Implement proper **resource tagging** to track and allocate costs effectively, making it easier to pinpoint which services or teams are contributing to higher spending.

Sure! Below are some advanced scenario-based questions that are commonly asked in interviews at top MNCs (Multinational Corporations) for DevOps engineers with 4+ years of experience. These questions cover a range of topics including cloud infrastructure, automation, CI/CD, security, troubleshooting, and scalability.

**1. Scenario: Handling a Security Breach in Production**

**Question:**  
You are alerted to a potential security breach in your production environment. The breach is suspected to have come from a vulnerability in a newly deployed microservice. How would you handle this situation to minimize damage and ensure a secure environment?

**Key Points to Address:**

* **Containment:** Immediately isolate the affected microservice and cut off external access. Use network policies or firewalls to prevent further access while you investigate the breach.
* **Incident Response Plan:** Follow the incident response plan, which should include identifying affected systems, determining the root cause, and collecting evidence for analysis.
* **Audit Logs and Monitoring:** Examine **audit logs**, security logs, and monitoring systems (e.g., **ELK Stack**, **Splunk**, **Datadog**) for signs of the breach, focusing on unauthorized access, privilege escalation, or unusual activity.
* **Revert Deployments:** Roll back the deployment if the vulnerability was introduced recently. Ensure that the previous stable version is intact and secure.
* **Patch Vulnerability:** Once the breach is contained, identify the root cause (e.g., unpatched vulnerability, misconfiguration) and immediately patch the vulnerability.
* **Security Tools:** Run scans using tools like **OWASP ZAP**, **Aqua Security**, or **Anchore** to detect further vulnerabilities and weaknesses in the environment.
* **Post-Incident Review:** Conduct a **post-mortem analysis** to understand how the breach happened, and implement new security measures (e.g., automated vulnerability scans, stricter access control) to prevent future incidents.

**2. Scenario: CI/CD Pipeline Failure During Critical Release**

**Question:**  
You are responsible for the CI/CD pipeline, and during a critical release, the pipeline fails at the build stage due to failed unit tests. This release is time-sensitive and needs to go live within the next few hours. What steps would you take to quickly address the issue while maintaining quality?

**Key Points to Address:**

* **Prioritize Critical Tests:** Identify the critical unit tests that are causing the failure. If they are not essential for the release, you may consider disabling or bypassing them temporarily, but this should be done with caution.
* **Identify Root Cause:** Examine the build logs to determine why the tests are failing. It could be due to an environment mismatch, dependencies, or changes in the code that introduced the failure.
* **Rollback to Stable Version:** If you cannot quickly fix the test failures, consider rolling back to the last successful build and redeploying it as a temporary measure while investigating the issue further.
* **Parallel Investigations:** While you address the pipeline failure, involve developers or the QA team to investigate the failed tests. This ensures that the issue is fixed in parallel with the pipeline recovery.
* **Pipeline Optimizations:** Once the immediate issue is resolved, consider adding **faster tests** or parallelization to the pipeline to avoid delays during critical deployments in the future.
* **Automated Test Selection:** Use test selection strategies (e.g., **Test Impact Analysis**) to run only the relevant tests based on the changed code, speeding up the pipeline while ensuring key tests are covered.

**3. Scenario: Cloud Cost Management and Optimization**

**Question:**  
Your cloud infrastructure costs have been increasing steadily over the last few months. How would you go about identifying the cost overruns and implementing strategies to optimize costs in a multi-cloud environment?

**Key Points to Address:**

* **Cost Analysis Tools:** Use cloud-native tools like **AWS Cost Explorer**, **Azure Cost Management**, and **GCP Billing Reports** to identify which services are driving the costs.
* **Instance Rightsizing:** Analyze the resource utilization metrics for your instances, databases, and storage, and identify over-provisioned resources. Use **Auto Scaling** to dynamically scale resources based on demand.
* **Spot Instances and Reserved Instances:** Where possible, replace on-demand instances with **spot instances** (for non-critical workloads) or **reserved instances** for predictable workloads to reduce costs.
* **Containerization:** Migrate workloads to containers (if not already done) and use **Kubernetes** for orchestration to improve resource utilization. Kubernetes can autoscale based on demand, reducing wastage.
* **Storage Optimization:** Evaluate storage tiers and lifecycle management policies. Move infrequently accessed data to cheaper storage solutions like **S3 Glacier** or **Azure Blob Archive**.
* **Network and Data Transfer Costs:** Investigate any high data transfer costs between cloud regions or to on-premise environments. Reduce unnecessary cross-region traffic and use **Content Delivery Networks (CDNs)** to offload traffic.
* **Cost Allocation Tags:** Ensure all resources are tagged appropriately for cost allocation, making it easier to identify and allocate costs across different departments, teams, or projects.
* **Implementing Cloud-Native Cost Optimization:** Implement cost-saving measures recommended by cloud providers, such as **AWS Trusted Advisor** or **Google Cloud Recommender**.

**4. Scenario: Managing Database Migration with Downtime Constraints**

**Question:**  
You need to migrate a large production database (e.g., MySQL or PostgreSQL) to a new instance without downtime, as the application cannot afford service disruption. What steps would you take to achieve this, ensuring data integrity and minimal disruption?

**Key Points to Address:**

* **Data Replication:** Use database replication (e.g., **MySQL Replication**, **AWS Database Migration Service**) to sync the source and target databases in real-time.
* **Phased Migration:** Implement a phased approach by first migrating the schema and then migrating data. This allows the application to continue running while you sync changes incrementally.
* **Data Sync and Cutover:** After initial migration, perform a final sync to copy the most recent changes from the old database to the new one. Once the data is synchronized, cut over to the new database in a controlled manner.
* **Read-Write Split:** During the migration, direct **read-only** queries to the new database and **write** queries to the old database to minimize the load on the source database.
* **Testing:** Before cutting over to the new database, ensure that the new instance has been tested for functionality, including load tests and integration tests with the application.
* **Rollback Plan:** Have a rollback plan in place in case something goes wrong during migration, which may include using **backup** or restoring from snapshots.
* **Zero Downtime Tools:** Consider using tools like **pg\_bouncer** for PostgreSQL or **ProxySQL** for MySQL to facilitate smooth migration with minimal downtime.

**5. Scenario: Building a Scalable Monitoring System**

**Question:**  
Your company’s production environment is growing rapidly, and the existing monitoring solution is no longer sufficient. The system needs to handle thousands of metrics and logs across multiple regions, while also ensuring minimal latency. How would you design a scalable and reliable monitoring system?

**Key Points to Address:**

* **Centralized Logging and Monitoring:** Set up a **centralized monitoring and logging** solution using tools like **Prometheus**, **Grafana**, **ELK Stack (Elasticsearch, Logstash, Kibana)**, or **Datadog**. These tools can handle high volumes of metrics and logs.
* **Scalable Data Ingestion:** Use distributed data ingestion solutions such as **Kafka** or **Fluentd** to gather logs and metrics from multiple regions and forward them to the central monitoring system.
* **Metric Aggregation:** Use **Prometheus** or **Graphite** for efficient metric aggregation. Consider deploying **Prometheus Federation** to aggregate metrics across multiple clusters or regions.
* **Horizontal Scaling:** Ensure that the monitoring solution is horizontally scalable. For instance, run **multiple Prometheus instances** in different regions and use **Prometheus Thanos** or **Cortex** for high availability and long-term storage.
* **Alerting and Thresholds:** Set up dynamic alerting with thresholds based on the workload. Integrate with tools like **PagerDuty** or **Opsgenie** for real-time incident response.
* **Containerized Monitoring:** If running containers or Kubernetes, use **Prometheus with Kubernetes Metrics Server**, **Fluentd** for log collection, and **Elastic APM** for application performance monitoring.
* **Cost Management:** Monitor the cost of your monitoring solution, especially when ingesting large volumes of data. Implement **log retention policies** and aggregate logs at the source to reduce data volume.

**6. Scenario: Continuous Delivery Pipeline with Multiple Environments**

**Question:**  
You are working in an environment where there are multiple stages (e.g., dev, test, staging, production) in your **CI/CD pipeline**. How would you set up the pipeline to ensure that deployments are automated and smooth across all environments, while maintaining strict quality control for production?

**Key Points to Address:**

* **Environment-Specific Configuration:** Use **Helm charts** or **Kubernetes ConfigMaps/Secrets** to manage environment-specific configurations (e.g., database URLs, API keys) for different environments.
* **Automated Testing:** Set up automated tests at each stage of the pipeline. Run **unit tests** and **integration tests** in the **dev** environment, **functional and performance tests** in **staging**, and **smoke tests** in **production**.
* **Promotion Strategy:** Implement a **promotion strategy** (e.g., **GitFlow** or **feature branches**) where code is promoted from lower environments (dev -> test -> staging) before being deployed to production.
* **Approval Gates:** In the CI/CD pipeline, have **manual approval gates** in place before deploying to production. This ensures that key stakeholders review and approve changes before they go live.
* **Canary or Blue-Green Deployment:** Implement **canary releases** or **blue-green deployments** in production to minimize risk by gradually rolling out new features to a small portion of users.
* **Rollback Strategy:** Ensure that the pipeline has a rollback strategy in place in case of deployment failures, and that it is automated to revert to the previous stable version if necessary.

Sure! Below are some AWS-specific scenario-based interview questions that could be asked to a **DevOps Engineer** with 4+ years of experience. These questions are geared toward assessing your experience with AWS services, cloud architecture, CI/CD, automation, security, and scalability in the AWS environment.

**1. Scenario: Scaling an Application in AWS with Auto Scaling**

**Question:**  
You have an application running on **EC2 instances** behind an **Elastic Load Balancer (ELB)**, and traffic spikes during specific periods. How would you set up **Auto Scaling** to handle the increase in traffic, ensuring the application remains responsive during peak periods and cost-efficient during off-peak periods?

**Key Points to Address:**

* **Auto Scaling Group (ASG):** Set up an **Auto Scaling Group** for EC2 instances, defining scaling policies based on metrics such as **CPU utilization**, **memory usage**, or **request count**.
* **Scaling Policies:** Configure **scale-in** and **scale-out** policies based on CloudWatch alarms. For example, you could scale out when CPU usage exceeds 80% and scale in when it drops below 30%.
* **Target Tracking Scaling:** Use **target tracking scaling policies** to maintain a target value for a specific metric (e.g., CPU utilization at 60%).
* **Elastic Load Balancer:** Ensure that the **ELB** is set up to automatically distribute incoming traffic across the instances in the **Auto Scaling Group**.
* **Instance Health Checks:** Enable **ELB health checks** and **EC2 Auto Scaling health checks** to automatically terminate and replace unhealthy instances.
* **Spot Instances or Reserved Instances:** Consider using **Spot Instances** for non-critical workloads or **Reserved Instances** for predictable traffic patterns to optimize costs.

**2. Scenario: CI/CD Pipeline using AWS Services**

**Question:**  
You need to set up a **CI/CD pipeline** for an application that is hosted on **AWS**. The pipeline should automatically build, test, and deploy code to **Elastic Beanstalk** or **EC2 instances**. How would you design the pipeline using AWS services, ensuring reliability and security?

**Key Points to Address:**

* **Source Control:** Use **AWS CodeCommit**, **GitHub**, or **Bitbucket** as the source repository for version control.
* **Build Automation:** Use **AWS CodeBuild** to automate the build and testing process. It can integrate with the source repository and run **unit tests** or **integration tests**.
* **Deployment:** Use **AWS CodeDeploy** or **AWS Elastic Beanstalk** for deploying the application. If using **EC2**, you can configure CodeDeploy to handle blue/green or rolling deployments.
* **Pipeline Orchestration:** Use **AWS CodePipeline** to automate the orchestration of the CI/CD pipeline. The pipeline would include stages for source, build, test, and deploy, ensuring smooth transitions between each stage.
* **Artifact Storage:** Store build artifacts in **Amazon S3** or **AWS CodeArtifact** for easy retrieval during deployment.
* **Notifications:** Integrate with **Amazon SNS** to notify stakeholders of successful or failed pipeline stages.
* **Security:** Use **IAM roles** with the least privilege for CodeBuild, CodeDeploy, and CodePipeline to ensure secure access to AWS resources. Also, ensure sensitive data (e.g., secrets, API keys) is stored securely in **AWS Secrets Manager**.

**3. Scenario: Implementing Infrastructure as Code (IaC) for AWS**

**Question:**  
Your team has been tasked with managing a growing AWS infrastructure. How would you implement **Infrastructure as Code (IaC)** to automate the provisioning and management of AWS resources such as EC2, S3, RDS, and VPC? What tools would you use, and what best practices would you follow?

**Key Points to Address:**

* **Tool Selection:** Use **AWS CloudFormation** or **Terraform** to define infrastructure as code. Both tools allow you to define, provision, and manage AWS resources using declarative templates.
  + **CloudFormation:** Good choice for AWS-native tools. It integrates seamlessly with other AWS services like **CloudWatch**, **IAM**, and **Lambda**.
  + **Terraform:** Useful if you are working in a multi-cloud environment or if you prefer a more flexible, open-source option for managing AWS resources.
* **Version Control:** Store your CloudFormation or Terraform templates in a **Git** repository (e.g., **AWS CodeCommit** or **GitHub**) for versioning and easy collaboration.
* **Modules and Reusability:** Structure your templates using reusable modules to make the infrastructure code DRY (Don’t Repeat Yourself) and easily maintainable.
* **Environment Management:** Use **parameterization** and **staging/production workspaces** (in Terraform) or **parameters and conditions** (in CloudFormation) to manage different environments.
* **State Management:** For Terraform, manage state securely using **Amazon S3** with **state locking** via **DynamoDB** to prevent race conditions when multiple users or systems update the infrastructure.
* **Automation:** Automate deployments of your IaC templates using **AWS CodePipeline** or other CI/CD tools to trigger infrastructure updates as part of your DevOps pipeline.
* **Compliance and Security:** Use tools like **AWS Config** or **CloudFormation Drift Detection** to ensure compliance with security standards and ensure that resources match the intended configuration.

**4. Scenario: High Availability and Disaster Recovery in AWS**

**Question:**  
Your company requires a highly available and fault-tolerant architecture for its production application running in AWS. The system should have minimal downtime in case of a region failure or disaster. How would you architect this solution to ensure high availability and disaster recovery?

**Key Points to Address:**

* **Multi-AZ Architecture:** Ensure the application runs across multiple **Availability Zones (AZs)** within a region to provide high availability. Use **ELB** to distribute traffic across multiple instances in different AZs.
* **Cross-Region Replication:** Use **Amazon S3 Cross-Region Replication (CRR)** for storing critical data and ensuring that data is replicated across regions in case of a region failure.
* **Database Replication:** Implement **Amazon RDS Multi-AZ deployments** or **Amazon Aurora Global Databases** for high availability. You can use **Amazon DynamoDB Global Tables** for globally distributed, multi-region databases.
* **Auto Scaling:** Implement **Auto Scaling Groups** to automatically scale instances up or down based on load across multiple AZs, ensuring application performance and cost efficiency.
* **Backup Strategy:** Set up **regular backups** using **AWS Backup** or RDS automated backups for critical data. Consider using **AWS Glacier** for long-term data storage.
* **Disaster Recovery Plan:** Define a **Recovery Time Objective (RTO)** and **Recovery Point Objective (RPO)** for your application. Use **Route 53** with health checks and failover routing to redirect traffic to a secondary region in case of a disaster.
* **CloudFormation and Automation:** Automate infrastructure recovery in case of a region failure using **AWS CloudFormation** templates or **AWS Elastic Beanstalk** to quickly recreate resources in a different region.

**5. Scenario: Securing AWS Infrastructure**

**Question:**  
You are tasked with securing the AWS infrastructure for a sensitive application. What AWS security services and practices would you use to ensure the environment is secure, and how would you implement compliance with security standards such as PCI-DSS, HIPAA, or GDPR?

**Key Points to Address:**

* **IAM Policies and Roles:** Use **AWS Identity and Access Management (IAM)** to create roles and policies with the least privilege principle. Restrict permissions for users, groups, and services to only those required for their specific tasks.
* **Multi-Factor Authentication (MFA):** Enforce **MFA** for all IAM users and root account access to enhance security.
* **Network Security:** Use **Amazon VPC** with private and public subnets, **NACLs**, and **Security Groups** to control inbound and outbound traffic. Implement **VPC Peering** or **AWS Transit Gateway** for secure communication between different VPCs.
* **Encryption:** Use **AWS Key Management Service (KMS)** to manage encryption keys for data at rest (e.g., in S3, RDS, and EBS). Ensure **TLS/SSL** encryption for data in transit, and enable encryption for services like **Amazon S3**, **RDS**, and **EBS**.
* **Audit and Monitoring:** Enable **AWS CloudTrail** to log API activity, and integrate with **AWS CloudWatch** for real-time monitoring. Set up **Amazon GuardDuty** for threat detection and **AWS Config** to monitor compliance with security best practices.
* **Compliance Services:** Use **AWS Artifact** to access compliance reports, and implement best practices in line with standards like **PCI-DSS**, **HIPAA**, and **GDPR** using AWS services and tools.
* **Vulnerability Scanning:** Use **Amazon Inspector** to scan EC2 instances and workloads for vulnerabilities, and integrate vulnerability scanning tools in the CI/CD pipeline for early detection.

**6. Scenario: Handling Traffic Spikes Using AWS Services**

**Question:**  
Your application is experiencing sudden traffic spikes due to a marketing campaign. How would you handle the sudden increase in traffic to ensure your application scales properly without affecting performance?

**Key Points to Address:**

* **Elastic Load Balancer (ELB):** Use an **Application Load Balancer (ALB)** or **Network Load Balancer (NLB)** to distribute incoming traffic evenly across your EC2 instances or containerized workloads in an **Auto Scaling Group**.
* **Auto Scaling:** Configure **Auto Scaling Groups** to automatically scale the number of EC2 instances based on traffic. You can set up scaling policies based on CPU usage, network traffic, or request count.
* **Amazon CloudFront:** Use **Amazon CloudFront** (CDN) to offload traffic to edge locations, ensuring lower latency and reducing the load on your origin servers (e.g., EC2, S3).
* **Caching:** Implement **Amazon ElastiCache** (Redis or Memcached) to cache frequently accessed data, reducing the load on the database and speeding up response times.
* **Database Scaling:** Ensure your **RDS** or **DynamoDB** instance can handle the traffic spike by enabling **read replicas** or using **Auto Scaling** for DynamoDB to handle read-heavy workloads.
* **Monitoring and Alerts:** Set up **Amazon CloudWatch** metrics and alarms to monitor system performance and automatically trigger scaling actions or notify the team about issues.