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# Abstract

# Introduction

In this paper we propose a methodology for simulating an experiment from a given model and measurement angle. In practice, this methodology has low computational overhead and therefore has potential applications in generating large volumes of realistic noisy neutron reflectivity data such as in training neural networks.

# Methods

## Experiment Simulation

As input, a model is provided that defines the structure to probe with neutrons. This structure consists of the scattering length density (SLD), thickness and roughness for each layer. A number of these structures can be created for multiple contrast experiments. Using this structure and given resolution, scale and background (we used 2%, 1 and 1e-6 respectively), we can calculate model reflectivity using the Abeles matrix formalism.

The simulation utilises a two column ACSII CSV file which records incident neutrons as a function of wavelength for OFFSPEC; these values are not binned at this stage. We can multiply this incident neutron flux by a constant to effectively shorten the experimental counting time, and to give us the number of incident neutrons for a simulated experiment. Care is taken in adjusting the flux with given measurement angle ( in radians) to account for slits; flux increases as the square of the ratio of the measurement and slit angles (0.3° in this case).

Next, the momentum transfer, Q, is calculated for each wavelength point () in the file using given measurement angle () and formula

These Q values are binned in equally log-spaced bins, using flux as weighting, and with the number of bins being set to the desired number of points for the simulate dataset.

Following this, we iterate over each Q bin centre and for each bin, we calculate the model reflectivity scaled [0, 1] and add a background noise (we used a background rate of 5e-7). Next this reflectivity point is multiplied by the bin’s flux to get the neutron count for the bin. The error bar in count-space is the square root of this count. Using this count and error bar as the mean and standard deviation of a normal distribution respectively we obtain a noisy count. To obtain the noisy reflectivity and associated reflectivity error, we divide both the noisy count and its error bar by the bin’s flux.

After applying these calculations to each Q bin, you are left with a range of Q values and for each value you have a noisy reflectivity, reflectivity error and neutron flux.

## Applying Fisher Information

We have used the fact that all of our errors are Poisson, and are treating every experimental data point independently as a way of analytically calculating the Fisher information, and therefore the variance in the model parameters. This approach intrinsically assumes that we have the correct model before fitting.

The Fisher information can be applied to both the simulated experimental data previously detailed and real data taken on an instrument. In both cases, a model must be provided with a given set of parameters to vary. Using refnx, we create an objective using the model and data provided. This objective can then be fit using a traditional fitting algorithm to find the optimal model parameter values, as judged by chi squared or similar. Such fitting algorithms include L-BFGS-B, differential evolution, MCMC and nested sampling. We used differential evolution as a global optimiser and then “polished” with the local optimiser L-BFGS-B. From here on, we no longer need the data, since the model and Poisson statistics describe the data well enough. Therefore from here all mention of data point refers to the model.

Next, we calculate the gradient of the model reflectivity (*r*) with every model parameter (*ξ*) for every model data point (e.g. every Q value which the data was taken for every condition). This is calculated using a two-point gradient with 0.5% step and forms our Jacobian:
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Using this Jacobian, and the diagonal matrix (**M**) of incident counts divided by the reflectivity (zeros for off-diagonals), we can calculate the Fisher information matrix (FIM):
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This matrix contains all of the information about parameter variances and covariances but requiring extraction. For a single parameter’s error bar, ε, the Fisher information is just the multiplicative inverse of the variance, so we say

For multiple parameters, we take the square root of multiplicative inverse (reciprocal) of the diagonal elements of the Fisher information matrix.

If we want the covariance between two parameters then our equation is:
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We can graphically solve (plot) this by inserting a number of theta values in and plotting the points

In summary, we will need to fit a dataset which is complexity dependant and then calculate the gradients of N (points) \* M (parameters), i.e. at least 2\*N\*M reflectivity points, but this is fast and fairly optimised; these calculations do not add any noticeable overhead to getting results in real time over the actual data fitting.

# Results and Discussion

## Comparing Traditional Fitting Methods

1. Provide a structure (such as one from the structures.py file) and simulate an experiment using the method above using a chosen angle, time and number of points.
2. Pass the resulting model(s) and dataset(s) to the Fitting class which will create a global objective that can be later fit.
3. Fit the objective using differential evolution / L-BFGS-B, MCMC or nested sampling. For MCMC, you can provide the number of samples for the initial burn-in and also the number of steps and thinning for the main sampling.
4. Each method will provide a fit of the data and an estimate of the parameter covariance matrix. MCMC and nested sampling will additionally provide a corner plot.

* Comparison of different fitting methods (L-BFGS-B/differential evolution, MCMC and nested sampling)
* Relationship of traditional fitting errors and Fisher errors with increasing time constant. The time dependence for any one error bar (and indeed the covariance) is determined by sqrt(measurement time)
* Corner plots and Fisher confidence ellipses.
* Comparison of multiplicative inverse of Fisher information (variance) with variance in parameter estimation using traditional fitting for many fits (1000+).
* Fisher information approach applied to two or more real datasets.

# Future Work

* Experiment design: using Fisher information gain to influence choice of measurement angle and/or contrast choice.
* Using the Fisher information to determine how parameter uncertainties will change with time and estimate how much longer data needs to be counted in order to reduce the uncertainty in given parameters to a desired level.

# Conclusions
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