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**摘要:**商品评论对消费者的购买意愿有明显导向作用。欺诈者可杜撰评论来过度褒奖或恶意贬低商品，以此来促进己方或是打击对方的商品销售。垃圾商品评论检测成为了一项迫切需要的技术。本文首先将相关研究分为以评论内部（文本特征）为中心和以评论外部（文本特征）为中心两大类，然后分别综述它们在特征选择、学习方法上的研究进展，并整理了垃圾商品评论检测领域的常用评论数据集及其发展，在此基础上，展望了该领域的热点研究方向。
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Survey on review spam detection of product Reviews
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**Abstract:** The E-commerce website’s product reviews will have a guiding effect on the user's purchase intention.spammers may create fake reviews to artificially promote or demote target products.Therefore, techniques for detecting review spam has become an urgent need.This paper reviews the research progress of feature selection and machine learning method for the review centric（text features）and review’s external centric(behavior features) spam detection. And summarize common data sets in the field of opinion spam.At the end, some potential research direction are pointed out based on the review.
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1. **引言**

Web 2.0时代，用户在电商网站上发表了大量商品评论。这些评论不仅对该商品的潜在用户有明显导向作用[1]，还可以被商家用来改善产品、提升用户体验[2]。而受利益趋势，某些商家雇佣欺诈者发表含欺诈性质的评论：过度褒奖己方商品或者恶意贬低对手商品。

垃圾商品评论检测作为评论情感分析的预处理，主要特点是：可用于检测的特征选择面大、可用于检测的机器学习方法种类多、评论欺诈行为易于隐藏和改进。垃圾商品评论检测[3]从2007年被Jindal等提出至今，已经有大量研究从不同特征出发来解决该问题。研究路线可分为以评论内部为中心（关注评论文本本身的特征）和以评论外部为中心（关注评论者、评论团体和商品的特征）两类研究。垃圾商品评论检测研究难点在于缺乏权威数据集，而人工标注商品评论的难度很大。标注数据集的质量影响了传统监督学习算法和半监督学习算法在本领域的效果。需要解决的关键问题：1）绝大多数现有检测技术是在单个小数据集上完成的，而特征的有效性会随着数据集变更和数据集规模增大而改变，因此，模型对大数据集的兼容性是投入实际应用的关键。2）绝大多数现有检测技术是基于静态数据的，以离线方式执行各自的欺诈检测方案。欺诈行为很可能会在垃圾评论发布过程中明显暴露，而又被之后的评论事件掩埋，因此，实时检测也是急需解决的问题。

本文综述了垃圾商品评论检测的研究进展。第2节和第3节分别介绍了以评论内部和外部为中心的垃圾商品评论检测；第4节概括了本领域常用数据集；第5节总结全文，并展望了热点研究方向。

1. **以评论内部为中心**
   1. **以评论内部为中心的特征选择**

Table 1 review centric features

表1 以评论内部为中心的常用特征

|  |  |  |
| --- | --- | --- |
| 特征 | 文献 | 说明 |
| 词袋  特征 | [4],[5] | 通过n元语法记录一个词是否出现 |
| 词频  特征 | [6] ,[7] | 在词袋特征的基础上，还可记录一个词的出现次数 |
|  |  |  |
| 词法  句法  特征  词性  特征 | [8]  [11] | 词法特征用于统计偏好的词语类型、词语的平均长度等;句法特征用于获取评论者的句式写作风格  词性分析(POS--Part Of Speech)可挖掘文本的词性偏好 |
| 语义  特征 | [9] | 语义特征用于理解拥有近似语义的词语（wrong和error的相互替换不会影响到句子间的相似度） |
| 情感  特征 | [11], [34] | 通过统计正负向情感词数实现文本情感极性分析（LIWC--Linguistic Inquiry and Word Count） |
| 元  数据  特征 | [14] ,[15] | 包括评论长度、评论星级、评论反馈等 |

以评论内部为中心的研究从商品评论文本中选取特征（见表1）。Li[4]和Jindal[5]将一元语法和二元语法混合起来使用，把文本中连续的字和词语作为特征。Jindal[6]和Ott[7]在n元语法基础上统计了词频信息。Shojaee[8]引入了词法、句法特征，获取评论者的词语偏好和句式风格。Lau[9]引入语义特征来消除近义词相互替换对句子间相似度的影响。Guyon[10]评估了以上特征在欺诈检测中的重要程度，同时研究了特征选取数对结果产生的影响，发现移除一些贡献较小特征可避免过拟合。Ott[11]加入了心理学语言特征（LIWC），通过统计因果词、情感极性词等在全文中所占百分比来为评论检测提供文本情感倾向特征，它比较了词性分析（POS）、情感极性分析（LIWC）和二元语法这3组特征的性能，发现LIWC结合二元语法在支持向量机（SVM-- Support Vector Machine）中可以达到最佳检测效果。[Banerjee](http://xueshu.baidu.com/s?wd=author%3A%28Snehasish%20Banerjee%29%20&tn=SE_baiduxueshu_c1gjeupa&ie=utf-8&sc_f_para=sc_hilight%3Dperson)[12]发现豪华、便宜和中等这三档酒店中，真实和虚假评论在文本的复杂度（词法句法特征）和夸张表达（情感特征）等特征上的差异非常明显,细分领域能有效提高检测精度。Snehasish[13]从评论的情感特征入手，发现积极评论、消极评论和中性评论在垃圾商品评论检测中的差异性主要体现在可理解性和特异性特征。Li[14]和Hooi[15]主要从评论星级、评论反馈、评级分布等元数据特征来度量评论的可信度。

**2.2 以评论内部为中心的学习方法**

研究者将文本特征和元数据特征用于机器学习算法，根据研究对数据集里标注数据的需求程度不同，将评论内部为中心的学习方法分为以下三类。见表2:

Table 2 review centric machine learning method

表2 评论内部为中心的学习方法分类

|  |  |  |
| --- | --- | --- |
| 类型 | 文献 | 说明 |
| 监督  学习 | [3],[8],[11],  [16],[12],[13],[17] | 需要大量标注数据 |
| 无监督  学习 | [9] | 仅需要无标注数据 |
| 半监督  学习 | [4],[41],[18],[20],[19] | 需要少量标注数据和大量无标注数据 |

垃圾商品评论检测能用监督学习算法来解决，它可被看成二分类问题:真实评论和虚假评论。Jindal[3]和Lin[16]通过w-shingling算法计算两个文档的相似度，将相似度极高的评论作为正例（虚假评论），剩余评论作为负例，通过逻辑回归对未标注评论进行分类。Lin[16]在Jindal[3]的基础上，将评论相似度分成三类：评论与该评论者其它评论的相似度、评论与同商品其它评论的相似度、评论与该商品以外评论的相似度。Shojaee[8]用序列最小优化算法模型改进了用于欺诈检测领域SVM分类器算法性能（目标函数最优化问题）。吴[17]根据中文商品评论的特点提取了正负向情感特征、词频特征（品牌词个数）等9个特征来构建垃圾商品评论检测模型，通过关联规则的评论名词模式来提高主题词（评论中与主题相关度最高的名词）的识别精度，最后通过逻辑回归来完成分类算法。

Lau[9]为了克服垃圾商品评论检测领域标注数据匮乏的瓶颈，将无监督学习和基于语义特征的语言模型结合起来，通过关联规则挖掘来提取上下文相关的关联知识，核心思想是通过概率语言模型挖掘出语义上相似度很高的评论来作为重点检测对象，再结合SVM算法完成分类。这种方法很适合检测垃圾评论中的复制评论。不过，目前无监督学习的检测精度还不够高，且难以解决新出现的虚假评论与已标注的非虚假评论相似度高的问题。

针对无监督学习检测精度不高和监督学习数据匮乏的缺点，半监督学习算法被提出。Li[4]将2-视图的协同训练模型co-training运用到垃圾商品评论检测领域。用2组完全不同的特征（一组以评论内部为中心，一组以评论外部为中心）分别训练2个算法相同的分类器，co-training过程中，只有两个分类器同时将未标注数据集中某条数据通过为正例或负例才算标注生效。分类环节中，第三个分类器（包含前两个分类器的所有特征）使用前两个分类器准备的样本数据作为训练集，训练分类器并完成检测。PU-Learning算法是另一种用于垃圾商品评论检测的半监督学习模型,它最明显的优势是在训练集中不包含负例的情形下，所训练的分类器仍然可以获得较好的性能。Li[18]和Hernández[19]根据已标注正样本P和未标注样本U找出可靠负样本集合，再利用正负样本迭代训练得到二分类器。PU-Learning执行过程中，未标注数据集里存在一部分容易被错误标注的数据，[任](http://xueshu.baidu.com/s?wd=authoruri%3A%28a8d289bad7bbfbec%29%20author%3A%28%E4%BB%BB%E4%BA%9A%E5%B3%B0%29%20%E6%AD%A6%E6%B1%89%E5%A4%A7%E5%AD%A6%E8%AE%A1%E7%AE%97%E6%9C%BA%E5%AD%A6%E9%99%A2&tn=SE_baiduxueshu_c1gjeupa&ie=utf-8&sc_f_para=sc_hilight%3Dperson&sort=sc_cited)[20]为了优化PU-Learning对这类样例的聚类效果，首先基于狄利克雷过程混合模型对其进行聚类，再用多核学习算法将特征映射到了高维空间来提高区分度。

1. **以评论外部为中心**
   1. **评论外部为中心的特征选择**

Table 3 review’s external centric features

表3以评论文本外部为中心的常用特征

|  |  |  |
| --- | --- | --- |
| 特征 | 文献 | 说明 |
| 时间特征 | [43],[22],[15]  [42],[33] | 欺诈者的评论数通常有短期内爆发的倾向，欺诈团伙倾向于短时间内在同一个商品集合下发布评论 |
| 位置特征 | [14] | 测试同一评论者前后两条评论IP位置的变化速度，若速度快得不合常理，则该评论者很可能是欺诈者 |
| 评级偏差特征 | [15] ,[26]  [27] | 由于欺诈者有歪曲、误导评论星级分布的倾向，欺诈者与平均评级间的偏差比可信评论者要大 |
| 团伙特征  品牌特征 | [31],[9],[30]  [32],[23],[24]  [3] ,[5] | 欺诈团伙会串通起来共同塑造行为，检测的常用方法是频繁项集挖掘  若评论者发布了与商品所属品牌关联不大的评论，或者在不同品牌和商品中使用了相似度很高的评论，则很可能是欺诈者 |

Mukherjee[21]发现通过评论外部特征来寻找虚假评论要优于仅根据评论内部特征寻找虚假评论，以评论外部为中心的常用特征见表3。

Jindal[6]发掘了一些可疑评论的图模型和欺诈者的行为模式（评级偏差特征），经验证这些特征与欺诈活动有非常高的关联性。Fei[22]发现了一个用于区分欺诈者与正常评论者的关键特征——突发评论（Bursty Reviews）:在很短的时间里，某个特定的商品或是某个特定品牌下的商品集合呈现出评论数爆发增长的情况。Hooi[15]在突发评论基础上做出改进，引入了垃圾商品评论的时间特征和评级偏差特征。而Li[7,26]以评论发布时间和频率为主要线索，发现欺诈者和非欺诈者的评论虽然都服从双峰分布，但是在时间轴上的分布有明显区别。随着商用垃圾评论过滤器的流行和真实评论数据量的增长，研究者开始与大型电商网站合作，获取用于垃圾商品评论检测实验的真实数据。研究者发现真实数据集中的时间序列和空间位置信息可以作为检测欺诈者的关键特征。Li[14]通过大众点评网的数据，挖掘出一些垃圾商品评论检测的模式：1）来源特征：从PC端发出的垃圾商品评论占大多数。2）时间特征：周二至周四发出的垃圾商品评论较多。3）位置特征：所有的餐馆评论都采集自上海，IP离评论地（上海）越远，越有可能是垃圾商品评论。4）平均旅行速度：通过IP变化测试用户移动速度，不合理的很可能是垃圾商品评论。Mukherjee[23]通过挖掘团伙的评级偏差、文档相似性等频繁模式来寻找潜在的欺诈团伙。Lin[24]和Hernández[19]将重复评论和近似评论作为欺诈训练样本，并加入了以下特征：一个评论者在某一商品下的评论频率、评论者评论频率和一个商品的被评论频率。Jindal[3]选取以下特征来剔除垃圾商品评论：1）评论长度。2）品牌与商品的对应性。3）评论与商品的联系紧密程度。而Jindal[5]在前文的基础上，将所选特征扩充到了36个，其中包含评论文本特征、评论人特征和商品特征。

**3.2 评论外部为中心的学习方法**

Mukherjee[25]将Yelp网站垃圾评论过滤器在真实环境下的检测效果与基于语法特征的模型做对比，证明了基于评论外部特征的模型优于基于语法特征的模型。根据评论外部特征所属实体（评论者、评论团伙和商品）将本节内容分成三类。见表4：

Table 4 review’s external centric machine learning method

表4 评论文本外部为中心的学习方法分类

|  |  |  |
| --- | --- | --- |
| 类型 | 文献 | 说明 |
| 评论者  实体 | [6],[22]  [21][26] | 欺诈者与可信用户在行为特征上有较为显著的区别 |
| 评论团  伙实体 | [31],[30]  [23],[24] | 欺诈团伙会共同塑造行为，以免出现可疑点.通常用频繁项集挖掘出可疑的评论团体，再将这个团体中所有成员在行为特征上的共性做为最核心的问题来考虑 |
| 商品实体 | [3],[5]  [33] | 将品牌与商品的联系、商品被评论的数量和频率等特征做为考量的重点 |

Mukherjee[21]通过评论图（见图1）模型来描述评论者、评论和商铺之间的关系，找出欺诈评论者和欺诈评论。具体来讲，评论图模型由三类节点组成：评论节点、评论者节点和商铺节点，将各节点的可信度量化为分值形式并捕捉节点之间的关系。再根据如下步骤来计算可信度分值：1）人为初始化商铺信用分和评论者信用分。2)计算每个评论的可信分。3)根据每一评论的可信分，反过来计算评论者的信用分。4）根据商铺所拥有的评论者可信分和评级偏差计算商铺可信分。5）用新的商铺信用分和评论者信用分去更新每个评论的可信分。6）重复操作直到迭代结束。若计算出的节点分值高于阈值，则将该节点判定为可信节点,反之亦然。Wang[26]用评论图模型迭代的来计算各节点的可信度分值，Wang[27]在评论者、评论和商家节点中，增加了更多量化指标来提升可信分的计算精度。
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**Figure 1 relationships and nodes of graph model**

**图1.图模型的节点和关系[28-29]**

Fei[22]以突发评论为基础，结合置信度传播算法（Loopy Belief Propagation）和马尔可夫随机场（Markov Random Field）提出了基于突发评论的垃圾商品评论检测模型。Hooi[15]提出了基于用户评级行为（包括了评级频率和评级分布）和突发评论的贝叶斯推理，以此来度量用户的可疑程度。Santosh[28]分析了时间序列与垃圾商品评论的联系，通过Yelp评论数据发现了多个时间序列模式与垃圾商品评论发布频率的联系。采用向量自回归模型来预测不同的欺诈策略（早期欺诈、中期欺诈和晚期欺诈等）下的垃圾商品评论分布频率，将推导出的时间序列特征用于Yelp过滤器，提高它欺骗性评级的功能，该框架进一步的验证了Yelp过滤器的合理性，也在时间序列上改良了垃圾商品评论检测的效果。此外，Najada[29]发现在大量的在线评论中，虚假评论通常比真实评论要少很多，这就导致了高度的数据分布不平衡性，数据分布不平衡会影响分类器的性能，因此，在训练模型时很有必要考虑这一因素，可以对虚假评论采用高频率随机采样、真实评论采用低频率随机采样的方法来克服数据分布不平衡。

欺诈者往往都是以团伙的形式协同完成任务，在多个商品下发布垃圾商品评论，这种串通起来的欺诈行为是有迹可循的，团伙欺诈检测将欺诈团伙成员的共性作为核心问题来考虑。Mukherjee[23]通过挖掘到的团伙欺诈者特征来计算欺诈影响因子，并用SVM排序算法完成垃圾商品评论检测。Xu[30]提出了基于联合概率的潜在团伙欺诈统计模型，进一步挖掘团伙欺诈的共性。Mukherjee[31]为了更全面的描述团队、个人与商品的联系，提高挖掘团伙欺诈的精度，从三个二元关系(团队与个人，团队与商品，个人与商品)着手建立模型，再用频繁项集挖掘来找出潜在欺诈团伙。Lim[32]通过逻辑回归模型来实现评级行为，用以评价用户的欺诈嫌疑程度。

商品实体为中心的检测将品牌与商品的联系、商品被评论的数量和频率等特征做为考量的重点。Heydari[33]构建了一个包含以上特征的时间序列模型，通过时间窗口滑动来捕获每个商品在时间轴上的评论可疑模式。

1. **常用数据集**

Table 5 commonly used data set

表5 欺诈检测领域常用数据集

|  |  |  |
| --- | --- | --- |
| 数据集 | 文献 | 说明 |
| Amazon  商品评论数据集 | [3] ,[33]  [26] ,[30] | 伊利诺斯大学芝加哥分校(UIC—University of Illinois at Chicago)的Liu等收集了2006年开始的部分Amazon商品评论数据并提供了API接口，主要包括评论信息、商品信息和评论者信息 |
| 黄金数  据集  大众点评数据集 | [34] ,[38]  [39]  [43]，[14]  [42] | Myle Ott等采集了TripAdvisor上最热门的20家旅馆的评论,从中挑选可信评论，并将这些数据与Amazon Mechanical Turk(AMT)构造的虚假评论结合起来，构造了一个平衡的数据集  国内的大众点评与bing liu团队联合，开展真实大数据集下的中文欺诈评论检测 |
| 大型电商网站数据集 | [15] , [28]  [37] | 国外电商网站，如eBay,IMDB,flipkart,resellerratings等网站上的评论都被用于垃圾商品评论检测领域 |

在垃圾商品评论检测领域发展早期，研究大都采用Bing Liu等整理的Amazon 商品评论数据集，主要原因在于它涵盖了评论信息、评论者信息和商铺信息，且评论数据量大，种类多样。此后，Ott[34]构造了一个含标注且正负例平衡的数据集，被称为“黄金数据集”。但Mukherjee[25]通过实验证明，Ott所构造数据集训练出的模型在实验数据环境下检测效果较好，但是在真实数据环境下检测效果很差，这是由于文本特征在两种环境下的差异性造成的。因此，数据集的获取逐渐转向真实环境，研究者开始倾向于与大型电子商务网站合作（大众点评、eBay、flipkart等），这样做不仅可以使研究者获取大规模真实环境下的评论数据，也能够帮助大公司改进垃圾评论过滤器，提高网站的评论质量。

考虑到缺少权威标注数据集是欺诈检测领域发展过程中的一个巨大阻碍，且能与大型电商网站合作的研究者较少。除了以上这些主流的数据集，Shojaee[35]提出了一个框架，可以根据评论人信息、评论产品信息以及元数据，自动完成在线标注评论数据。

此外，使用已有工具来实时更新语料库、将垃圾商品评论检测向实时检测的方向推进也是数据集上的重要发展方向。SAMOA已经被用于实时分析Twitter流数据[36]，评论被源源不断的添加进语料库，让机器学习模型随着新数据流的加入而变化。

1. **总结与展望**

电商网站上的商品评论对于商家和消费者都十分重要。由于利益的趋势，商家开始雇佣欺诈者发表欺诈性质的评论，过度褒奖己方的商品或者恶意诋毁竞争对手的商品。本文综述了以评论内部和外部为中心的垃圾商品评论检测以及常用的数据集。

从目前的发展趋势看，垃圾商品评论检测今后的工作可围绕以下几点展开:

1）实时性:Ye[37]提出了一种基于时间序列的多元指示信号检测模型，它可以随着时间推移保持数据集的实时更新，动态的挑选最能区分虚假评论与真实评论的一组特征作为指示信号并实时监控，实现了实时的垃圾商品评论检测。

2）深度学习:更充分的利用数据集来学习模型，不再需要对数据集进行特征工程。 Ren[38]提出了一个卷积神经网络模型，它能从文档级检测含欺骗性的评论。神经网络模型相比传统的离散模型,具有更强的泛化能力。Li[39]在文档级神经网络模型的基础上尝试了多组特征组合，通过参数调优来提升模型的性能。

3）跨站点与跨语料: Yuan[40]挖掘多个宏观水平时间的情感模式和多个网站的微观层次特征。设计出跨站点情感时间序列来捕捉可疑评论攻击，实现跨站点的检测垃圾商品评论。进一步的，跨中英文语料库的垃圾商品评论检测也是一个颇具潜力的发展方向。

商品评论对商家和消费者都有非常重要的应用价值。然而在真实环境中,垃圾商品评论的普遍性、伪装性和团体性对已有检测技术提出了新的挑战,有很多新的方法技术需要进一步的探索和研究。
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修改建议：如果能够在引言中增加垃圾商品评论检测问题的主要特点和难点以及需要解决的关键问题，则有利于读者在一开始阅读该文时对研究问题有一个宏观的把握和认识。

修改说明：

1. 垃圾商品评论检测的主要特点：垃圾商品评论检测作为评论情感分析的预处理，主要特点是：可用于检测的特征选择面大、可用于检测的机器学习方法多种多样、评论欺诈行为易于隐藏和改进。
2. 垃圾商品评论检测的难点：垃圾商品评论检测研究难点在于缺乏权威数据集，而人工标注商品评论的难度很大。标注数据集的质量影响了传统监督学习算法和半监督学习算法在本领域的效果。
3. 垃圾商品评论检测继续解决的关键问题：1）绝大多数现有检测技术是在单个小数据集上完成的，而特征的有效性会随着数据集变更和数据集规模增大而改变，因此，模型对大数据集的兼容性是投入实际应用的关键。2）绝大多数现有检测技术是基于静态数据的，以离线方式执行各自的欺诈检测方案。欺诈行为很可能会在垃圾评论发布过程中明显暴露，而又被之后的评论事件掩埋，因此，实时检测也是急需解决的问题。