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6. NDP系统中的同步问题，SynCron，避免了对硬件缓存一致性支持的需求
7. 基于总线的性质和主存储器系统的有限点对点通信模式，DIMM间广播
8. 倒排索引、内存容量压力、基于SCM的池内存上的近数据处理（NDP）架构
9. 虚拟现实（VR）、计算机图形学、响应图像的延迟、基于内存处理的无抢占ATW设计
10. 深度学习，内存瓶颈，二进制神经网络（BNN）的内存处理，NAND-Net
11. 内存处理（PIM），卷积神经网络（CNN），高精度计算，FloatPIM
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16. CNN、图像识别和目标检测、池化、CapsNets、PIM-CapsNe、3D 堆叠内存
17. 预留行、数据移动开销高、ELP2IM、轻量级伪预充电状态，就地操作
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