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# Results

The results of this assignment were roughly in line with what I was expecting. As more processes were added the amount of time spent communicating went up significantly. The lower the number of processes the larger the percentage of total time was taken up by computation.

## Speedup

## Efficiency

## Computation %

## Analysis

The time spent running these tests is consistent across the number of process that are used for computation. The maximum runtime for 1 process was 4991206μs at an input size of 1024x1024 while the maximum runtime for 32 process’s was 6532437μs at an input size of 1024x1024.

The minimum time spent running on these tests was 197μs when using an input array of 4x4 on 1 process. The minimum time on 32 process’s was 1405279μs with an input size of 32x32, additionally 1 process was able to complete 32x32 in 5384μs.

This data shows clearly that there is a significant tradeoff for introducing additional processors into this assignments “Game of life”.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Average time per generation | | | | | | | | | | |
|  |  | Input Size | | | | | | | | |
|  |  | 4 | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 |
| Processes | 1 | 1.97 | 5.48 | 16.09 | 53.84 | 202.98 | 797.52 | 3154.24 | 12510.15 | 49912.06 |
| 2 | 11.63 | 14.1 | 26.72 | 63.46 | 211.19 | 808.9 | 3145.16 | 12434.67 | 49516.16 |
| 4 | 29.24 | 31.48 | 52.12 | 87.84 | 246.24 | 829.64 | 3165.88 | 12472.79 | 49575.92 |
| 8 |  | 675.71 | 709.39 | 825.71 | 907.76 | 1737.69 | 3984.35 | 13367.33 | 50573.62 |
| 16 |  |  | 8935.4 | 9293.8 | 10162.72 | 12226.83 | 13826.7 | 24134.27 | 59847.46 |
| 32 |  |  |  | 14052.79 | 14165.26 | 15070.37 | 17633.46 | 27872.12 | 65324.37 |

\*Because of hardware issues on the cluster 64x processors were unavailable to run tests on.

Looking at the average time per generation we can see that as the number of processes increase on small input sizes the runtime per generation can increase by a factor of up to 15x. On the other end of the spectrum when the input size is large the increased processors have a smaller impact on the runtime per generation with 1 process only being ~1.3x more efficient. Looking at the runtime per generation we can see that on 1 processor it takes roughly 49912.06μs, while it takes roughly 65324μs when using 32 processors. However, one thing we have to keep in mind is that the 65324μs are a summation of all the processors times in a single generation. Because they are running concurrently the amount of time that passes per processor is actually 2041μs meaning that 32 processors are on average (49912/2041) = 24.4x faster.

This leads me to the conclusion that running this implementation of “game of life” only becomes worth using additional processes when the input size is large. At an input size of 1024x1024 the 32 process times might be 1.3x less efficient but overall, the program is 24.4x faster.
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