Ortiz\_Javier\_GoogleApps

Javier Ortiz Montenegro

4 de enero de 2019

Parte del código está extraida de: “<https://www.kaggle.com/q2000qfq/rate-predictor>”, ejemplo drug001 y ejemplo XGBoost.

Los datos son distintas caracteristicas de un conjunto de apps de Google Play Store entre las que podemos encontrar la cantidad de descargas, el rating, la cantidad de reviews, a que categoría pertenecen, precio, edad objetivo etc. He considerado que era una base de datos interesante ya que la cantidad de apps que se lanzan al año es enorme y creo que podría ser interesante realizar una predicción de las descargas que va a tener una app antes de ser lanzada en funcion de a que categoría pertenece, la edad del publico objetivo, su precio, etc. Esto ayudaría a las empresas desarrolladoras de apps a una asignación eficiente de sus activos a los proyectos con mayor previsión.

Una vez realizada la introducción del dataset se procederá al tratamiento.

Se empieza cargando las librerías necesarias.

library(dplyr)  
library(tidyr)  
library(xgboost)  
require("caret")  
require("randomForest")  
require("gbm")  
library(plotROC)  
library(ggplot2)

Posteriormente se realiza la carga y tratamiento de los datos. Al realizar un “summary” de los datos cargados nos encontramos frente a varios problemas, algunos errores en valores imposibles (Rating de 19 cuando unicamente es de 1 a 5), una observación se ha introducido incorrectamente, NAs, practicamente todas las variables como factor, etc…

#Carga de datos y revisión de los mismos.  
apps.df = read.csv("googleplaystore.csv")  
summary(apps.df)

## App   
## ROBLOX : 9   
## CBS Sports App - Scores, News, Stats & Watch Live: 8   
## 8 Ball Pool : 7   
## Candy Crush Saga : 7   
## Duolingo: Learn Languages Free : 7   
## ESPN : 7   
## (Other) :10796   
## Category Rating Reviews   
## FAMILY :1972 Min. : 1.000 0 : 596   
## GAME :1144 1st Qu.: 4.000 1 : 272   
## TOOLS : 843 Median : 4.300 2 : 214   
## MEDICAL : 463 Mean : 4.193 3 : 175   
## BUSINESS : 460 3rd Qu.: 4.500 4 : 137   
## PRODUCTIVITY: 424 Max. :19.000 5 : 108   
## (Other) :5535 NA's :1474 (Other):9339   
## Size Installs Type Price   
## Varies with device:1695 1,000,000+ :1579 0 : 1 0 :10040   
## 11M : 198 10,000,000+:1252 Free:10039 $0.99 : 148   
## 12M : 196 100,000+ :1169 NaN : 1 $2.99 : 129   
## 14M : 194 10,000+ :1054 Paid: 800 $1.99 : 73   
## 13M : 191 1,000+ : 907 $4.99 : 72   
## 15M : 184 5,000,000+ : 752 $3.99 : 63   
## (Other) :8183 (Other) :4128 (Other): 316   
## Content.Rating Genres Last.Updated   
## : 1 Tools : 842 August 3, 2018: 326   
## Adults only 18+: 3 Entertainment: 623 August 2, 2018: 304   
## Everyone :8714 Education : 549 July 31, 2018 : 294   
## Everyone 10+ : 414 Medical : 463 August 1, 2018: 285   
## Mature 17+ : 499 Business : 460 July 30, 2018 : 211   
## Teen :1208 Productivity : 424 July 25, 2018 : 164   
## Unrated : 2 (Other) :7480 (Other) :9257   
## Current.Ver Android.Ver   
## Varies with device:1459 4.1 and up :2451   
## 1.0 : 809 4.0.3 and up :1501   
## 1.1 : 264 4.0 and up :1375   
## 1.2 : 178 Varies with device:1362   
## 2.0 : 151 4.4 and up : 980   
## 1.3 : 145 2.3 and up : 652   
## (Other) :7835 (Other) :2520

str(apps.df)

## 'data.frame': 10841 obs. of 13 variables:  
## $ App : Factor w/ 9660 levels "- Free Comics - Comic Apps",..: 7229 2563 8998 8113 7294 7125 8171 5589 4948 5826 ...  
## $ Category : Factor w/ 34 levels "1.9","ART\_AND\_DESIGN",..: 2 2 2 2 2 2 2 2 2 2 ...  
## $ Rating : num 4.1 3.9 4.7 4.5 4.3 4.4 3.8 4.1 4.4 4.7 ...  
## $ Reviews : Factor w/ 6002 levels "0","1","10","100",..: 1183 5924 5681 1947 5924 1310 1464 3385 816 485 ...  
## $ Size : Factor w/ 462 levels "1,000+","1.0M",..: 55 30 368 102 64 222 55 118 146 120 ...  
## $ Installs : Factor w/ 22 levels "0","0+","1,000,000,000+",..: 8 20 13 16 11 17 17 4 4 8 ...  
## $ Type : Factor w/ 4 levels "0","Free","NaN",..: 2 2 2 2 2 2 2 2 2 2 ...  
## $ Price : Factor w/ 93 levels "$0.99","$1.00",..: 92 92 92 92 92 92 92 92 92 92 ...  
## $ Content.Rating: Factor w/ 7 levels "","Adults only 18+",..: 3 3 3 6 3 3 3 3 3 3 ...  
## $ Genres : Factor w/ 120 levels "Action","Action;Action & Adventure",..: 10 13 10 10 12 10 10 10 10 12 ...  
## $ Last.Updated : Factor w/ 1378 levels "1.0.19","April 1, 2016",..: 562 482 117 825 757 901 76 726 1317 670 ...  
## $ Current.Ver : Factor w/ 2834 levels "","0.0.0.2","0.0.1",..: 121 1020 466 2827 279 115 279 2393 1457 1431 ...  
## $ Android.Ver : Factor w/ 35 levels "","1.0 and up",..: 17 17 17 20 22 10 17 20 12 17 ...

#Tratamiento de valores atipicos, NA y duplicados.  
apps.df$Installs[apps.df$Installs == "Free" ] = NA  
apps.df$Rating[apps.df$Rating == 19] = NA  
apps.df$Size[apps.df$Size == "Varies with device"] = NA  
apps.df$Content.Rating[apps.df$Content.Rating == "Unrated" | apps.df$Content.Rating == "Adults only 18+"] = NA  
apps.df = mutate(apps.df[,-c(10:13)]) %>% na.omit %>% droplevels()  
apps.df = apps.df[!duplicated(apps.df),]  
  
#Tratamiento de Reviews pasando de factor a numérico.  
apps.df$Reviews = as.numeric(as.character(apps.df$Reviews))  
  
#Tratamiento del tamaño eliminando las letras del factor para poder transformar a numérico.  
apps.df$Size = as.character(apps.df$Size)  
size\_express\_mb <- "[0-9]+[[:punct:]]?[0-9]\*M"  
size\_express\_kb <- "[0-9]+[[:punct:]]?[0-9]\*k"  
  
index\_mb <- grep(apps.df$Size,pattern = size\_express\_mb)  
mb.match = regexpr(apps.df$Size, pattern = size\_express\_mb)  
mb = regmatches(apps.df$Size,mb.match)  
  
mb1 <- substr(mb, 1,nchar(mb) - 1)  
mb1 <- as.numeric(mb1)\*1000  
apps.df$Size[index\_mb] <- mb1  
  
index\_kb <- grep(apps.df$Size,pattern = size\_express\_kb)  
kb.match = regexpr(apps.df$Size, pattern = size\_express\_kb)  
kb = regmatches(apps.df$Size,kb.match)  
  
kb1 <- substr(kb, 1,nchar(kb) - 1)  
kb1 <- as.numeric(kb1)  
apps.df$Size[index\_kb] <- kb1  
apps.df$Size = as.numeric(apps.df$Size)  
  
# Tratamiento de la variable Install eliminando el símbolo "+" y ",".  
  
apps.df$Installs = as.character(apps.df$Installs)  
apps.df$Installs = substr(apps.df$Installs, 1, nchar(apps.df$Installs)-1)  
apps.df$Installs = gsub(",", "", c(apps.df$Installs))  
apps.df$Installs = as.numeric(apps.df$Installs)  
  
#Tratamiento de la variable Price eliminando el símbolo "$".  
  
apps.df$Price = as.character(apps.df$Price)  
apps.df$Price = substr(apps.df$Price, 2, nchar(apps.df$Price))  
apps.df$Price[apps.df$Price == ""] = 0  
apps.df$Price = as.numeric(apps.df$Price)  
  
#Comprobación de los datos.  
summary(apps.df)

## App Category Rating   
## ROBLOX : 9 FAMILY :1591 Min. :1.000   
## 8 Ball Pool : 7 GAME : 959 1st Qu.:4.000   
## Bubble Shooter : 6 TOOLS : 632 Median :4.300   
## Helix Jump : 6 PERSONALIZATION: 279 Mean :4.171   
## Zombie Catchers : 6 MEDICAL : 277 3rd Qu.:4.500   
## Angry Birds Classic: 5 LIFESTYLE : 273 Max. :5.000   
## (Other) :7380 (Other) :3408   
## Reviews Size Installs Type   
## Min. : 1 Min. : 8.5 Min. :1.000e+00 Free:6872   
## 1st Qu.: 99 1st Qu.: 5100.0 1st Qu.:1.000e+04 Paid: 547   
## Median : 2066 Median : 14000.0 Median :1.000e+05   
## Mean : 278924 Mean : 22752.1 Mean :7.826e+06   
## 3rd Qu.: 36868 3rd Qu.: 33000.0 3rd Qu.:1.000e+06   
## Max. :44893888 Max. :100000.0 Max. :1.000e+09   
##   
## Price Content.Rating  
## Min. : 0.000 Everyone :5956   
## 1st Qu.: 0.000 Everyone 10+: 299   
## Median : 0.000 Mature 17+ : 332   
## Mean : 1.117 Teen : 832   
## 3rd Qu.: 0.000   
## Max. :400.000   
##

str(apps.df)

## 'data.frame': 7419 obs. of 9 variables:  
## $ App : Factor w/ 7026 levels "- Free Comics - Comic Apps",..: 5233 1845 6564 5899 5278 5162 5938 4005 3538 4183 ...  
## $ Category : Factor w/ 33 levels "ART\_AND\_DESIGN",..: 1 1 1 1 1 1 1 1 1 1 ...  
## $ Rating : num 4.1 3.9 4.7 4.5 4.3 4.4 3.8 4.1 4.4 4.7 ...  
## $ Reviews : num 159 967 87510 215644 967 ...  
## $ Size : num 19000 14000 8700 25000 2800 5600 19000 29000 33000 3100 ...  
## $ Installs : num 1e+04 5e+05 5e+06 5e+07 1e+05 5e+04 5e+04 1e+06 1e+06 1e+04 ...  
## $ Type : Factor w/ 2 levels "Free","Paid": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Price : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ Content.Rating: Factor w/ 4 levels "Everyone","Everyone 10+",..: 1 1 1 4 1 1 1 1 1 1 ...  
## - attr(\*, "na.action")= 'omit' Named int 24 38 43 53 68 69 74 86 89 90 ...  
## ..- attr(\*, "names")= chr "24" "38" "43" "53" ...

Se separan los datos en train/validation/test una vez tratados.

#Definimos una semilla para que el ejercicio sea reproducible  
set.seed(2019)  
# Se separa de la siguiente manera: 60% a train, 20% a validate y 20% a test  
inTraining <- createDataPartition(apps.df$Installs, p=0.6, list=FALSE)  
training.set <- apps.df[inTraining,]  
Totalvalidation.set <- apps.df[-inTraining,]  
# Ahora creamos una nueva partición del 40% de los datos, 20% a testing y 20% a validation  
inValidation <- createDataPartition(Totalvalidation.set$Installs, p=0.5, list=FALSE)  
testing.set <- Totalvalidation.set[inValidation,]  
validation.set <- Totalvalidation.set[-inValidation,]  
  
dataset <- training.set  
validation <- validation.set  
test <- testing.set  
  
# El modelo final usara todos los datos menos test.  
total <- rbind(dataset, validation)

Se pasa a definir los parametros de control y el grid para realizar el tuning de los distintos modelos a comparar.

set.seed(2019)  
fitControl <- trainControl(method = 'cv', number = 5, summaryFunction=defaultSummary)  
  
  
#El primer Grid es el de boosting.  
gbmGrid <- expand.grid(interaction.depth = c(1,4,7,10),  
 n.trees = c(500, 1000, 2000),  
 shrinkage = c(.005, .02,.05),  
 n.minobsinnode = 10)  
  
  
  
#En segundo lugar XGBoost.  
tuneGridXGB <- expand.grid(  
 nrounds=c(350),  
 max\_depth = c(4, 6),  
 eta = c(0.05, 0.1),  
 gamma = c(0.01),  
 colsample\_bytree = c(0.75),  
 subsample = c(0.50),  
 min\_child\_weight = c(0))  
  
#Por ultimo definimos el de Random Forest.  
#mtry max:  
ncol(apps.df)-1

## [1] 8

rfGrid <- expand.grid(mtry = c(1,2,3,4,6,8))

Empezamos la comparación con el modelo boosting.

set.seed(2019)  
### Gradient boosting machine algorithm. ###  
fit.gbm <- train(Installs~. -App, data=dataset, method = 'gbm', trControl=fitControl, tuneGrid=gbmGrid, metric='RMSE')

plot(fit.gbm)
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#Como se puede ver en el gráfico el mejor "tune" corresponde a un shrinkage de 0.05, 2000 arboles e "interaction depth"" de 7  
fit.gbm$bestTune

## n.trees interaction.depth shrinkage n.minobsinnode  
## 33 2000 7 0.05 10

res\_gbm <- fit.gbm$results  
RMSE\_gbm <- subset(res\_gbm[5])  
# CV con mejor "tune"  
BCV.RMSE = max(RMSE\_gbm)  
  
boost.caret.pred <- predict(fit.gbm,validation)  
B.RMSE = (mean((boost.caret.pred - validation$Installs)^2))^0.5

En segundo lugar XGBoosting.

set.seed(2019)  
### EXtreme Gradient boosting algorithm. ###  
fit.gbmx <- train(Installs~. -App, data=dataset, method = 'xgbTree', trControl=fitControl, tuneGrid=tuneGridXGB, metric='RMSE')  
  
plot(fit.gbmx)
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#Se muestran abajo los parámetros del mejor "tune" que se puede apreciar en la gráfica.  
fit.gbmx$bestTune

## nrounds max\_depth eta gamma colsample\_bytree min\_child\_weight subsample  
## 4 350 6 0.1 0.01 0.75 0 0.5

res\_gbmx <- fit.gbmx$results  
RMSE\_gbmx <- subset(res\_gbmx[8])  
# CV con mejor "tune"  
XBCV.RMSE = max(RMSE\_gbmx)  
  
xboost.caret.pred <- predict(fit.gbmx,validation)  
XB.RMSE = (mean((xboost.caret.pred - validation$Installs)^2))^0.5

Por último Random Forest.

set.seed(2019)  
### Random Forest algorithm. ###  
fit.rf <- train(Installs~. -App, data=dataset, method = 'rf', trControl=fitControl, tuneGrid=rfGrid, metric='RMSE')  
  
plot(fit.rf)

![](data:image/png;base64,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)

#Como se puede ver en la gráfica el número óptimo de predictores seleccionados es 8.  
  
res\_rf <- fit.rf$results  
RMSE\_rf <- subset(res\_rf[2])   
  
# CV con mejor "tune"   
RFCV.RMSE = max(RMSE\_rf)  
  
  
rf.caret.pred <- predict(fit.rf,validation)  
RF.RMSE = (mean((rf.caret.pred - validation$Installs)^2))^0.5

Resultados RMSE

|  |  |  |  |
| --- | --- | --- | --- |
|  | Boosting | XGB | Random Forest |
| CV | 34127383 | 15462078 | 41809107 |
| Validation set | 21712259 | 12386801 | 27337803 |

En todos los casos el validation set da mejores resultados que Cross Validation al comparar por RMSE. No obstante, el mejor resultado corresponde a eXtreme Gradient Boosting, por lo tanto será el modelo que se usará para la predicción evaluando en test usando el 100% de los datos.

set.seed(2019)  
fit.xgb\_total <- train(Installs~. -App, data=total, method = 'xgbTree', trControl=fitControl, tuneGrid=tuneGridXGB, metric='RMSE')  
fit.xgb\_total

## eXtreme Gradient Boosting   
##   
## 5935 samples  
## 8 predictor  
##   
## No pre-processing  
## Resampling: Cross-Validated (5 fold)   
## Summary of sample sizes: 4747, 4749, 4748, 4748, 4748   
## Resampling results across tuning parameters:  
##   
## eta max\_depth RMSE Rsquared MAE   
## 0.05 4 15629936 0.8320442 3490602  
## 0.05 6 16334632 0.8194400 3276945  
## 0.10 4 15142301 0.8289312 3343638  
## 0.10 6 16668455 0.8184251 3387337  
##   
## Tuning parameter 'nrounds' was held constant at a value of 350  
## 0.75  
## Tuning parameter 'min\_child\_weight' was held constant at a value  
## of 0  
## Tuning parameter 'subsample' was held constant at a value of 0.5  
## RMSE was used to select the optimal model using the smallest value.  
## The final values used for the model were nrounds = 350, max\_depth = 4,  
## eta = 0.1, gamma = 0.01, colsample\_bytree = 0.75, min\_child\_weight =  
## 0 and subsample = 0.5.

fit.xgb\_total$bestTune

## nrounds max\_depth eta gamma colsample\_bytree min\_child\_weight subsample  
## 3 350 4 0.1 0.01 0.75 0 0.5

res\_xgb\_total <- fit.xgb\_total$results  
RMSE\_xgb\_total <- subset(res\_xgb\_total[8])  
# CV con mejor "tune"  
XBCV\_T.RMSE = max(RMSE\_xgb\_total)  
  
#Evaluamos en test  
xboost.caret.pred\_total <- predict(fit.xgb\_total,test)  
XB\_T.RMSE = (mean((xboost.caret.pred\_total - test$Installs)^2))^0.5

Resultados RMSE

|  |  |
| --- | --- |
|  | eXtreme Gradient Boosting |
| CV | 16668455 |
| Validation set | 16263415 |

Se puede apreciar que aun con una diferencia menor validation set sigue teniendo un mejor RMSE que CV. Por lo tanto este sería el mejor modelo para predecir las descargas de una app con una error medio de 1.626341510^{7}. Teniendo en cuenta el gran tamaño de la variable a predecir es un resultado aceptable.