**Machine Learning – 11week** 과제
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빅데이터

선형 회귀

1. 직접 계산할 수 있는 공식을 사용해서 훈련 세트에 가장 잘 맞는 모델 파라미터를 해석적으로 구한다.
2. 경사 하강법(Gradient Descent)이라 불리는 최적화 방법(알고리즘)을 사용하여 모델 파라미터를 조금씩 업데이트 하면서 비용 함수(loss)를 훈련 세트에 대해 최소화 시킨다.
   1. **학습률이 작을 때** : 반복을 많이 해야하기 때문에 시간이 많이 소요 된다.
   2. **학습률이 클 때** : 그림과 같이 반대편으로 건너뛰게 되어서 이전보다 더 높은 곳으로 올라가게 될지도 모른다.

다항 회귀

1. 직선이 아닌 복잡한 곡선 형태, 각 특성의 거듭제곱을 새로운 특성으로 추가하고, 이 확장된 특성을 포함하는 데이터셋에 선형 모델을 훈련시키는 것이다.

릿지 회귀

1. 규제가 추가된 선형 회귀 버전
2. 학습 알고르즘을 데이터에 맞추는 것 뿐만 아니라 모델의 가중치가 가능한 작게 유지되로록하는 모델
3. 릿지 회귀는 입력 특성의 스케일에 민감하기 때문에 수행하기 전에 데이터의 스케일을 맞추는 것이 중요하다.

라쏘 회귀

1. 릿지 회귀 처럼 비용 함수에 규제항을 더하지만 덜 중요한 특성의 가중치를 완전히 제거하려고 한다.
2. 라쏘 회귀는 규제가 강해지면 다항식에서 일부 항이 없어지고 차수가 낮아지며 특징 선택으로 사용할 수 있다.

엘라스틱넷

1. 릿지 회귀와 라쏘 회귀를 절충한 모델
2. 규제항은 릿지와 회귀의 규제항을 단순히 더해서 사용하며, 혼합 정도는 혼합 비율 r을 사용해 조절한다. (r=0이면 릿지 회귀, r=1이면 라쏘 회귀)

로지스틱 회귀

1. 분류에서도 사용할 수 있는 회귀 알고리즘(샘플이 특정 클래스에 속할 확률을 추정하는데 사용)
2. 로지스틱 회귀 모델이 샘플 x가 양성 클래스에 속할 확률을 추정하면 이에 대한 예측을 쉽게 구할 수 있다.

소프트맥스 회귀

1. 로지스틱 회귀 모델을 여러 개의 이진 뷴류기를 훈련시켜 연결하지 않고 직접 다중 클래스를 지원하도록 일반화를 한다.
2. 회귀 모델이 각 클래스에 대한 점수를 계산하고, 그 점수에 소프트 맥스 함수를 적용하여 각 클래스의 확률을 추정하는 알고리즘