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빅데이터

SVM(서포트 벡터 머신)

머신 러닝의 분야 중 하나로 매우 강력하고 선형이나 비선형 분류, 회귀, 이상치 탐색에도 사용할 수 있는 다목적 모델이다. 주로 패턴 인식과 자료 분석을 위해 사용하고 있다. SVM은 N차원에 공간을 (N-1)차원으로 나눌 수 있는 초 평면을 찾는 것이다. 한 데이터 집합이 주어졌을 때 데이터들 사이에 최적의 경계를 찾고자 한다. 이는 마진(클래스들 사이의 간격, 각 클래스의 말단에 위치한 데이터들 사이의 거리)을 최대화할 수 있는 경계를 찾는 것이기도 한다

SVM은 선형과 비선형으로 나누어진다. 우선 선형 SVM부터 살펴보자면 하드 마진과 소프트 마진으로 볼 수 있다. 하드 마진은 두 클래스를 분류할 수 있는 최대 마진의 초 평면을 찾는 방법인데 단, 모든 훈련 데이터는 마진의 밖에 위치하게 선형으로 구분해야 된다.(하나의 오차도 허용하면 안된다는 것) 하지만 모든 데이터를 선형으로 오차없이 나눌 수 있는 결정 경계를 찾는 것은 사실상 어렵다. 그래서 이를 해결하고자 나온 개념이 소프트마진이다. 소프트마진은 하드 마진이 가진 한계를 개선하고자 나온 개념으로써 완벽하게 분류하는 초 평면을 찾는 것이 아니라 어느 정도의 오차를 허용하는 방식이다. 소프트마진에서 오차를 허용하고 이를 고려하기 위해 Slack variable을 사용한다. Slack variable은 해당 결정 경계로부터 잘못 분류된 데이터의 거리를 측정하기 위해 사용한다.

비선형 SVM은 선형SVM이 불가능한 상태의 데이터 집합을 2차원으로 변환하여 선형SVM이 가능한 형태로 만든 것 즉 선형 분리가 불가능한 입력 공간을 선형 분리가 가능한 고차원 특성공간으로 보내 선형 분리를 진행하고 다시 기존의 입력공안으로 변환하는 것이다 입력 공간을 특성공간으로 변환하기 위해서 Mapping function을 사용한다. 하지만 여기서 문제가 발생하는데 고차원의 특성공간으로 변환하고 목적 함수에 대한 문제를 푸는 것이 간단한 차원에서는 가능하나 그 차수가 커질수록 계산량의 증가가 어마 하다는 것이다. 이를 다시 해결하고자 나오는 것이 커널 트릭이라는 개념이다. 커널 트릭은 실제로는 데이터의 특성을 확장하지 않지만 마치 확장한 것처럼 만들어 계산하는 방식인데 특성 공간의 차원이나 매핑 관계를 명시적으로 알 필요 없이, 확장된 특성 공간의 두 벡터의 내적만을 계산하면 된다.

마지막으로 SVM의 장단점을 정리하자면

장점:

1. 과 적합을 피할 수 있다.
2. 분류 성능이 좋다.
3. 저 차원, 고차원 공간의 적은 데이터에 대해서 일반화 능력이 우수하다.
4. 잡음에 강하다.
5. 데이터 특성이 적어도 좋은 성능을 나타낸다.

단점:

1. 커널 함수 선택이 명확하지 않다.
2. 파라미터 조절을 적절히 수행하여 최적의 모델을 찾을 수 있다.
3. 계산량 부담이 있음
4. 데이터 특성의 스케일링에 민감하다.