Considering the task setting of 0-shot to N-shot prompting, the experiment's prompts will also be divided into two phases. Additionally, these prompts will be classified into seven distinct types and adapted for both 0-shot and N-shot versions.

\*Note: Prompts are co-created with ChatGPT4 interface.

1. **Basic Task Description**:
   * This category includes prompts that directly describe the task without any additional background information or detailed instruction steps. Typically, these prompts present a straightforward request but do not provide specific methods or theoretical background for executing the task.
   * Relevant prompt numbers: 1, 2, 3, 4, 5, 6.
2. **Task Description with Instruction**:
   * These prompts, in addition to basic task descriptions, include specific execution steps or feedback loops, helping LLMs to understand and carry out the task more clearly.
   * Relevant prompt numbers: 7, 11.
3. **Background Information**:
   * Provides background information about conventional metaphors, aiding LLMs in better understanding the context and significance of the task.
   * Relevant prompt numbers: 8, 18, 19, 20.
4. **Word Classification with Task Description**:
   * Combines basic task descriptions with the requirement of classifying words, making the task more specific and focusing on word-level analysis.
   * Relevant prompt numbers: 9, 10.
5. **Specific Role or Approach**:
   * These prompts assign LLMs a specific role (such as a Research Assistant) or a specific method of processing (such as Code-Like Parsing Instruction), providing a particular perspective or method for task execution.
   * Relevant prompt numbers: 12, 13, 14, 15.
6. **Background Information with Metaphor Identification Process**:
   * These prompts provide background information on conventional metaphors, combined with detailed procedures or guidelines for conventional metaphor identification.
   * Relevant prompt numbers: 16, 17, 21.
7. **Revised from Manual Annotation Process**:
   * These prompts seem to be revisions or improvements based on previous manual annotation processes, possibly including more refined instruction steps or feedback mechanisms.
   * Relevant prompt numbers: 22, 23, 24, 25.