医学影像分割中的U-Net改进算法研究——以肝脏CT图像为例
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摘要针对传统U-Net在肝脏CT图像分割中存在的边界模糊、小病灶漏检及三维结构建模不足等问题，本研究提出了一种融合残差密集模块、双路径注意力机制与三维混合编码的改进模型（ResAtt-3DUNet）。首先，通过在编码器中引入残差密集模块（Res-Dense Block），增强血管纹理等局部特征的跨层传递能力；其次，提出通道-空间双路径注意力机制，利用SE模块动态校准特征通道权重，并结合Sobel算子驱动的边缘响应函数抑制肝周脂肪组织的噪声干扰；最后，设计三维混合编码器，融合V-Net的3D卷积与TransUNet的Transformer模块，有效捕获连续断层影像的时空关联性。实验表明：在LiTS和3D-IRCADb数据集上，本模型肝脏分割Dice系数达96.3%（较传统U-Net提升8.2%），肿瘤边界平均表面距离（ASD）降至1.2mm，三维重建空洞率由12%压缩至2.5%，对<5mm微小结节的敏感度达92.7%。消融实验验证了多尺度密集残差模块（Dice提升4.7%）与双路径注意力机制（假阳性减少62%）的有效性，临床验证显示其与金标准标注的Kappa一致性达0.92。本研究为肝脏肿瘤精准分割提供了高鲁棒性解决方案，可显著降低手术规划中的误诊风险。
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**Study on improved U-Net algorithm in medical image segmentation —— Taking liver CT image as an example**
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**Abstract** In response to issues such as boundary blurring, missed detection of small lesions, and insufficient 3D structure modeling in traditional U-Net for liver CT image segmentation, this study proposes an improved model (ResAtt-3DUNet) that integrates residual dense modules, dual-path attention mechanisms, and 3D hybrid coding. First, by introducing a residual dense module (Res-Dense Block) into the encoder, it enhances the cross-layer transfer capability of local features like vascular textures. Second, a channel-space dual-path attention mechanism is proposed, using SE modules to dynamically calibrate feature channel weights and combining Sobel operator-driven edge response functions to suppress noise interference from perisinusoidal fat tissue. Finally, a 3D hybrid encoder is designed, integrating V-Net's 3D convolution with TransUNet's Transformer module to effectively capture the spatiotemporal correlation of continuous slice images. Experiments show that on LiTS and 3D-IRCADb datasets, the liver segmentation Dice coefficient reaches 96.3% (an improvement of 8.2% over traditional U-Net), the average surface distance (ASD) of tumor boundaries decreases to 1.2 mm, and the 3D reconstruction void rate is reduced from 12% to 2.5%. The sensitivity to micro-nodules <5mm is 92.7%. Ablation experiments verify the effectiveness of multi-scale dense residual modules (a Dice improvement of 4.7%) and dual-path attention mechanisms (a false positive reduction of 62%). Clinical validation demonstrates a Kappa consistency of 0.92 with the gold standard annotation. This study provides a highly robust solution for accurate segmentation of liver tumors, which can significantly reduce the risk of misdiagnosis in surgical planning.
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1.前言

肝癌严重威胁人类健康，早诊断、早治疗是提高肝癌治愈率的关键。CT 检查凭借其高分辨率，在肝癌诊断中发挥着重要作用，能够有效检出微小癌灶，对肝癌的诊断符合率可达 90% 以上[1] 。肝脏 CT 图像分割作为肝癌诊断与手术规划的核心环节，精准分割结果对于病变部位的精确定位和诊断误差的缩小至关重要。传统的人工勾画肝脏 CT 图像的方式，不仅耗费医生大量时间和精力，而且主观性强，易受医生经验水平的影响。为解决这一问题，U-Net 模型被引入医学影像分割领域。U-Net 凭借其独特的编码器 - 解码器结构和跳跃连接机制，在一定程度上能够捕捉多尺度上下文信息，实现端到端的像素级预测，在医学影像分割中取得了一定成果[3]。然而，在实际应用于肝脏 CT 图像分割时，U-Net 暴露出诸多问题。从数据准备角度看，多模态数据泛化性不足，CT 与其他模态成像物理特性差异大，混合模型难以捕捉单一模态深层特征，导致分割结果不稳定，易出现误判和漏检；标注数据稀缺且类别分布不均衡[17]，使得模型对病灶边界和多样性特征学习不充分，小病灶漏检问题突出[14]。模型结构方面，跳跃连接存在语义鸿沟，不同层级特征直接拼接产生融合噪声，影响病灶精准识别；池化操作造成信息丢失，降低了结构边界定位精度，微小病灶容易被漏检[6]。训练优化过程中，类别不平衡的损失函数偏差使得模型偏向保守预测，忽视小目标信号，导致肝脏分割精度下降。[14]评估环节，常用的 Dice 系数等指标存在局限性，无法全面准确地评估分割结果的边界局部精度。鉴于此，本研究聚焦于改进 U-Net 算法，提出融合残差密集模块、双路径注意力机制与三维混合编码的 ResAtt-3DUNet 模型，旨在突破传统 U-Net 的局限，提升肝脏及肝肿瘤影像分割精度，为肝癌的精准诊断和手术规划提供有力支持，降低临床误诊风险。[11][12][16]

2.相关工作‌

2.1‌U-Net核心结构‌

‌编码器（收缩路径）‌：通过卷积层、最大池化逐级提取图像特征，逐步降低空间分辨率，捕获全局语义信息（如肝脏整体形态）‌。

‌解码器（扩展路径）‌：通过反卷积或上采样操作恢复图像分辨率，结合跳跃连接（skip connections）融合编码器的高分辨率细节特征，提升局部边界精度‌。

‌跳跃连接机制‌：将编码器的低级特征（如边缘、纹理）与解码器的高级语义特征（如器官轮廓）逐层拼接，弥补下采样过程中的空间信息丢失，增强小病灶的定位能力‌。

2.2U-Net在肝脏CT图像分割中的应用原理

‌多尺度上下文捕捉‌：编码器通过多级下采样来提取肝脏区域的总体特征（如体积、形状等），解码器与跳跃连接结合以恢复局部细节（如血管分布），这种结构可适应CT图像中肝脏与周围组织的复杂对比关系。

‌端到端像素级预测‌：采用全卷积解码器与条件随机场（CRF）后处理模块[9]，联合优化像素级分类与形态学连续性，直接对每个像素分类（肝脏/非肝脏），适用于CT图像的灰度特征分析和器官边界判定

2.2U-Net在肝脏CT图像分割中遇到的问题

U-Net在肝脏CT图像分割中遇到的问题可以分为数据准备、模型结构、训练优化、后处理与评估四个方面。

2.3.1数据准备方面

①多模态数据泛化性不足

核心原因：CT与MRI、T1与T2加权成像的物理特性差异显著（如T1强调解剖结构、T2对病变敏感）。使用混合模型难以捕捉单一模态的深层特征，将导致过拟合或分割效果不稳定，分割结果可能出现严重偏差。

问题表现：将正常组织误判为病灶，或漏检小肿瘤区域；三维重建结果出现断层或空洞，增加手术风险等。

②标注数据稀缺、数据类别分布不均[8]

核心原因：数据数量不足；肝脏与病灶像素占比差异大。模型对病灶边界（如肝硬化再生结节与正常肝组织交界处）学习不充分、难以学习病灶多样性特征（如不同强化模式的肝癌）。

问题表现：微小结节、早期肿瘤等小病灶漏检，漏检率甚至在30%以上；病灶体积测量偏差超过15%。

‌2.3.2 模型结构的局限性‌

①跳跃连接的语义鸿沟

概念：跳跃连接（Skip Connection）是U-Net对称架构中的关键设计，通过将编码器（下采样路径）的浅层特征图与解码器（上采样路径）的对应层级特征图直接相加连接，实现‌多尺度特征融合。‌

核心原因：低级特征（边缘、纹理）与高级语义（器官/病变）直接拼接，它们之间的层级差异会引发融合噪声。

问题表现：肿瘤或血管等结构的边缘分割不连续，甚至出现假阳性或假阴性区域，被噪声干扰无法精准识别病灶。

②池化操作的信息丢失[13]

概念：池化是卷积神经网络（CNN）中的一种降维操作，减小数据尺寸以降低计算复杂度，主要用于压缩特征图尺寸并保留关键信息。

核心原因：池化操作（如最大池化或平均池化）通过局部区域采样压缩特征图，导致像素级空间坐标信息被破坏；大尺寸池化核（如3×3或更大）会直接湮灭小目标的有效表征；池化后的高级特征偏向全局语义（如肝脏整体轮廓），但缺乏对局部细节的精细刻画。

问题表现：结构边界的定位精度降低；微小病灶漏检；形态复杂区域分割出错。

2.3.‌3训练优化难题‌

类别不平衡的损失函数偏差

概念：类别不平衡损失函数偏差‌指因肝脏区域（目标类）与背景区域（非目标类）的像素数量差异过大，导致交叉熵等损失函数的梯度更新被背景类主导，

核心原因：背景像素占比过高导致模型偏向保守预测（假阴性），从而抑制模型对肝脏区域的关注能力，模型通过简单预测背景即可获得较低损失值；未对不同类别分配差异化的权重。

问题表现：出现“伪优化”现象；忽略小目标（如肝硬化结节）的信号；使肝脏分割Dice系数下降15%-30%

2.3.‌4评估瓶颈‌

评估指标的局限性

问题描述：Dice系数对整体重叠敏感，但忽略边界局部精度[1]。

典型误区：高Dice值可能掩盖边缘分割错误（如平均表面距离过大）。

2.3模型‌改进方向‌

‌多尺度特征融合‌：通过残差连接、密集模块增强上下文信息提取‌；

‌注意力机制‌：在跳跃连接中嵌入通道-空间双路径注意力机制，通过Sobel算子驱动的边缘响应函数抑制肝周脂肪组织的噪声干扰。

‌三维建模优化‌：结合V-Net、TransUNet处理连续断层影像的时空关联性‌。

3. 主要成果论述

本研究提出的改进U-Net算法（命名为ResAtt-3DUNet）在肝脏及肝肿瘤CT影像分割中取得精度提升、边界优化、建模改进等显著成果。

3.1‌精度提升‌

在LiTS公开数据集上，肝脏分割Dice系数达96.3%（较传统U-Net提升8.2%），肿瘤分割Dice系数达95.1%，漏检率降至5.3%。[2]

3.2‌边界优化‌

通过边缘注意力机制，肿瘤边界平均表面距离（ASD）从3.8mm降至1.2mm，假阳性区域减少62%。

3.3‌三维建模改进‌

结合跨层时空特征融合，三维重建的肝血管连续性提升，分割结果空洞率由12%降至2.5%；对<5mm微小结节的敏感度达92.7%（原模型为68.4%），体积测量误差<8%。

3.4创新点

‌多尺度-注意力混合架构‌：在编码器中引入残差密集模块（Res-Dense Block），增强血管纹理等局部特征提取；

‌双路径注意力机制‌：在跳跃连接中融合通道注意力（SE模块）与空间边缘注意力，抑制肝脏周围器官的干扰信号；

‌三维-Transformer混合编码器‌：利用V-Net的3D卷积捕获层间解剖结构，结合TransUNet的Transformer模块建模全局上下文关联。

4. 关键实现技术

4.1 残差密集模块

在U-Net编码器的每个下采样阶段前加入残差密集连接，通过跨层梯度传播解决特征丢失问题。具体结构：

输入经3×3卷积→批量归一化→ReLU后，与后续4个密集连接子模块拼接，输出特征图公式：

=

其中为初始输入，n=4。[7]

4.2 双路径注意力机制

‌通道注意力路径‌：采用SE模块动态校准特征通道权重，公式：

=σ(δ(GAP(F)))

（GAP为全局平均池化，为全连接层）[5]

‌空间边缘注意力路径‌：利用Sobel算子提取特征图边缘响应E[10]，生成空间掩膜，

抑制非目标区域激活。

4.3 三维混合编码器设计

‌3D卷积层‌：使用5×5×5卷积核处理连续CT断层，提取肝血管的时空特征；

‌Transformer模块‌：在瓶颈层嵌入多头自注意力机制（MSA），公式：

其中dk为维度，Q/K/V由特征图展平后线性映射生成。[4]

5. 验证

5.1 实验设置

‌数据集‌：LiTS（131例肝脏CT）、3D-IRCADb（20例肝肿瘤CT），均包含专家标注的肝脏/肿瘤掩膜；

‌评估指标‌：Dice系数、ASD、敏感度（SEN）、特异度（SPE）；

‌对比模型‌：U-Net、V-Net、AttUNet、TransUNet。

5.2 结果分析

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 模型 | 肝脏Dice (%) | 肿瘤Dice (%) | ASD (mm) | 空洞率 (%) |
| U-Net (基线) | 88.1 | 86.9 | 3.8 | 12.0 |
| V-Net | 91.5 | 89.2 | 2.6 | 8.4 |
| ResAtt-3DUNet | ‌96.3‌ | ‌95.1‌ | ‌1.2‌ | ‌2.5‌ |

‌消融实验‌：单独使用残差密集模块使Dice提升4.7%，增加双路径注意力后进一步提升3.5%；

‌临床验证‌：在合作医院50例患者数据中，分割结果与金标准（3D Slicer手动标注）的Kappa一致性达0.92。[15]

6.结论与展望

6.1技术总结

首先，本研究提出的 ResAtt-3DUNet 模型通过引入残差密集模块，增强了血管纹理等局部特征的跨层传递能力，有效解决了特征丢失问题。其次，双路径注意力机制的应用，利用 SE 模块动态校准特征通道权重，结合 Sobel 算子驱动的边缘响应函数抑制噪声干扰，显著优化了分割边界。最后，三维混合编码器融合了 V-Net 的 3D 卷积与 TransUNet 的 Transformer 模块，有效捕获了连续断层影像的时空关联性，提升了三维建模能力。

6.2应用展望

在 1 年内，该模型有望在部分医疗机构进行小规模应用，辅助医生进行肝脏 CT 图像的初步分析，提高诊断效率。3 - 5 年内，随着技术的进一步优化和完善，可推广至更多医院，成为肝脏疾病诊断和手术规划的常规辅助工具，同时不断拓展应用场景，如肝脏疾病的早期筛查和预后评估等。

6.3伦理思考

随着 AI 技术在医学领域的广泛应用，AI 治理至关重要。在医学影像分割中，要确保模型的训练数据来源合法合规，保护患者的隐私信息。同时，对于 AI 辅助诊断的结果，医生应保持审慎态度，避免过度依赖，确保医疗决策的科学性和合理性，保障患者的安全和权益。
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