**Relate Work**

**1.无序任务分配相关工作**

早期的MEC系统任务分配研究主要集中在为单个用户的服务上。为了确定单个用户提出的任务卸载策略，文[3]给出了一个二进制卸载算法。为了充分利用并行计算的优势，在文献[33]中研究了部分卸载问题，并给出了（1+θ）比界的近似算法。在[34]中，提供了一种可变替代技术，以联合优化负载比、传输功率和循环频率。这些工作对于处理单个用户提出的任务具有很高的性能，但是它们考虑的情况似乎有点简单。同时，他们在确定卸载策略时没有考虑数据分布。

考虑到MEC系统总是为多个用户服务，[5]将多个用户通过一个无线接入点的流量计算作为流量计算博弈，提出了一种实现纳什均衡的分散机制来求解。在文献[35]中，作者试图利用排队论来优化上下行调度。文[36]中给出了一种分解算法，用于迭代控制负载选择、时钟频率控制和传输功率分配的计算。上述算法对于处理多个用户提出的任务是有效的，但是，由于它们是为具有单个基站的MEC系统而设计的，因此不同基站之间的协作没有被充分考虑。此外，这些算法也忽略了任务分配过程中的数据分布。此外，[8]还引入了集中式和分布式贪婪最大调度算法来解决多用户多任务的流量计算问题。然而，这些算法没有考虑任务分配过程中的数据共享，也忽略了每个任务的延迟约束，因此不适合解决本文所讨论的问题。

为了增强不同基站之间的协作，文[37]提出了一种新的基站间协作方案，作者试图通过缓存流行计算任务的结果来减少响应延迟。[38]提出了一种游戏理论算法，使所有应用程序的收益最大化。以上工作充分利用了基站之间的协作。然而，这些算法也忽略了输入数据的分布，不适用于数据共享的MEC系统。[39]提供了基于支付的激励机制。该机制支持基站间的计算资源共享，并建立了一个社会信任网络来管理基站间的安全风险，但仍存在上述问题。而且，由于只考虑任务到达率，没有考虑每个任务所占用的数据和资源，对每个基站的处理能力的约束不够合理。

最近，[9]和[10]对涉及三个层次并为多个用户服务的MEC系统的体系结构进行了充分的研究。在文献[9]中，我们给出了一个针对超密集网络的启发式贪婪加载方案。在[10]中，提出了一种能够实现纳什均衡的分布式流量计算算法。这两项工作对于MEC系统都是有效的，但是它们没有考虑任务分配过程中的数据分布和任务延迟约束，因此也无法在数据共享的MEC系统中分配任务。此外，云的处理能力也没有得到充分利用。

**2．有序任务分配相关工作**

据我们所知，我们是第一个在MEC系统中研究有序任务分配算法的人。因此，在本节的其余部分，我们将总结其他分布式系统中有序任务分配方法的研究成果。

在分布式系统中，有向无环图（DAG）被广泛用于表示任务依赖关系。基于这种结构，人们提出了许多启发式和随机算法，也可以分为四类。

首先，一组算法基于优先级列表，例如HEFT[25]和HCPT[40]。这种算法具有高性能和低复杂度的特点。然而，他们假设在调度之前计算和传输时间可以提前获得，同时，他们没有考虑不同处理器的资源限制，他们的目标也不是最小化能源成本。因此，这些算法不适合在MEC系统中解决OTA问题。

其次，在[27][41]中研究了基于分组的启发式算法，该算法用于调度具有无限数量处理器的分布式系统中的有序任务，这对于MEC系统是不可行的。[42]研究了具有多个异构处理器的系统中，不同处理器的处理速度和带宽不同的任务调度问题。该算法最大限度地减少了所有有序任务的调度长度。但是，它没有考虑每个任务占用的资源和每个进程的限制，同时，它的优化目标也与我们的OTA问题不同。

为了进一步避免任务间的传输，文[43]提出了一种充分利用各处理器空闲时间的启发式方法。它允许任务复制，即一个任务可以由不同的处理器执行多次，如果它们有空闲时间。这种方法对于同构系统是有效的，这与本文讨论的MEC系统有很大的不同。同时，不同处理器的空闲时间对于MEC系统来说是不可用的，因此也不适合解决我们的OTA问题。

此外，研究人员还研究了一组基于随机搜索的有序任务调度技术，如[44]和[45]。它们大多是根据遗传算法设计的，由于会多次迭代，所以复杂度极高。因此，这些方法由于其高度的复杂性以及缺乏对每个处理器资源限制的考虑，不适合我们的OTA问题。

最后，以上讨论的相关工作也不能应用于OTA问题，因为他们所考虑的任务是无序的。

**3.定价博弈**

在移动边缘计算系统中，任务卸载和资源分配是两个主要热门的研究方向，现在已经有很多研究针对如何卸载任务，如何分配资源等问题进行了深入的研究。但是不可忽视的是，服务商提供服务也需要获得一定的收入去支撑服务，给用户提供更好的服务。同时，在ad-hoc移动边缘计算系统中，资源充足的用户给其他用户提供服务的时候也希望可以获得相应的回报。作为用户，希望可以支付尽可能少的成本去降低延迟满足延时的需求。因此，经济成本也是影响任务卸载，资源分配的重要因素。

在针对成本的方面的研究主要分为从用户角度出发和从服务提供商角度出发两个方向。

从用户角度出发，更多的计算资源服务用户的任务可以有效的减少延迟，但是这也意味着需要付出更多的成本。因此，对于给定的定价方案，用户需要选择合适的卸载任务策略，使其开销最小化。[46]将资源分配问题定义为广义纳什均衡问题，并提出了一个分布式的游戏公式算法，用户之间竞争资源且无需透露自己的私有信息，可以有效的保护用户隐私。[47]是针对ad-hoc的移动边缘计算系统，它将任务调度问题描述为一个分布式多设备任务调度博弈，提出了一种开销优化的多设备任务调度策略，该策略考虑了机会消耗，延迟，能耗，和货币支出，旨在最小化每个移动设备的开销。

从服务提供商的角度出发。定价越高，使用资源的用户就会越少。而定价太低，利润就会减少。因此，确定合适的定价方案是服务商考虑的主要问题。

现有的研究提出的定价方案主要分为统一化定价，差异化定价和拍卖式定价。

统一定价方案的研究中，文献[48]建立了用户和边缘卖家之间的Stackelberg博弈模型，并确定了一个使卖家收益最大化的最优单价。[49]中作者重点讨论了卖家向用户提供基于边缘云的缓存服务的特定情况。当提供商以固定价格购买缓存空间时，考虑了卖家和用户之间的Stackelberg均衡。在差异化定价的研究中，[50]提出了一个差异化定价方案，最大限度地提高了用户和卖家的整体幸福感。[51]在设备用户和边缘服务器联合的系统模型中考虑了差异化定价。[52] 将边缘云和用户之间的交互被建模为一个Stackelberg博弈，边缘云设置价格使其收益最大化，用户设计卸载决策，使其延迟加支付的成本最小化。并提出了两种算法针对统一定价和差异化定价的策略使边缘云收益最大化。在拍卖式定价方案中，[53]引入了一种基于出价的拍卖式定价机制，该机制考虑了通信和计算资源的联合分配。[54] 基于市场的定价和拍卖模型，提出一种激励机制，使资源提供者在移动边缘计算中获得最大的收益。在非竞争环境下，将激励机制转化为基于市场定价模型的利润最大化问题。利用凸优化方法得到最优解。在竞争环境下，提出了一个利润最大化的多轮拍卖机(PMMRA）机制。[55]还讨论了用于边缘计算的双拍卖系统。作者提出了基于盈亏平衡的双重拍卖和基于动态定价的双重拍卖两种不同的系统，并分析了它们的有效性。
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